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ABSTRACT 

The data mining is current age technology; it has a rich 

number of applications and domains for research and 

development. A number of researches are contributing in the 

different applications for improving the decision making, 

classification and other automated data analysis techniques. 

The proposed work is investigation of the data mining 

techniques for implementing with the predictive data analysis 

applications. Therefore a medical domain application is 

namely heart disease prediction system is desired to develop 

and implement. In observations that are found the heart 

disease prediction system can be implementable with the data 

mining based classifiers. But in most of the cases these 

classifiers are producing poor outcomes therefore a new 

technique for improving the classification performance is 

proposed and implemented in this work. The proposed 

classification technique includes the goodness of Bayesian 

classifier and neural network to reform the issues of single 

classification technique. The proposed classifier also includes 

a combined outcome generation technique for heart disease 

prediction. The combined outcomes are generated by 

incorporating the outcomes of both the implemented 

classifiers using the vote share basis. Additionally for 

computing the vote shares the validation outcomes are utilized 

with the formulation of the proposed technique. The 

implementation of the proposed technique is performed using 

the java technology and after implementation the performance 

study performed with respect to traditional Bayesian 

classification technique. For comparing the performance of 

both the implemented classifiers the accuracy, memory 

consumption, error rate and training time of the algorithms are 

considered as the key factor of comparison. According to the 

obtained performance the proposed classification technique 

improves the performance of traditional classification 

algorithms by vote share based technique. Thus the presented 

work is adoptable and efficient for machine learning and 

prediction applications where the accuracy is the key factor to 

achieve. 

Keywords 
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1. INTRODUCTION 
The data mining is a technique of analysing the data and 

extracting the essential patterns from the data. These patterns 

are used with the different applications for making decision 

making and prediction related task. The decision making and 

prediction is performed on the basis of the learning of 

algorithms. The data mining algorithms supports both kinds of 

learning supervised and unsupervised. In unsupervised 

learning only the data is used for performing the learning and 

in supervised technique the data and the class labels both are 

required to perform the accurate training. In supervised 

learning the accuracy is maintained by creating the feedbacks 

form the class labels and enhance the classification 

performance by reducing the error factors from the learning 

model. 

The proposed work is intended to investigate these techniques 

in the application of the predictions. Therefore the heart 

disease prediction system is proposed to develop and 

implement. In the past decades, data mining have played an 

important role in heart disease research [1]. The proposed 

heart disease prediction system utilizes the aspects of the 

supervised learning for predicting the class labels of the input 

pattern of heart dataset samples. The proposed predictive data 

mining technique is being developed in the hybrid manner for 

predicting accurate class labels. Because the hybrid classifier 

includes the goodness of both kind of classifiers in the same 

place and improve the classification performance. 

The proposed hybrid classification technique incorporates the 

neural network and Bayesian classification algorithms for 

implementing the proposed concept. In this classification 

model first the algorithm is trained over the training samples 

and a trained data model prepared by both the classification 

algorithms individually. In further the cross validation is 

performed with the same dataset as produced for training. 

There are two classifiers are implemented then a cross 

validation process direct the use of voting. Additionally using 

the voting process the test data is classified and their class 

labels are predicted.  

2. PROPOSED WORK 
The proposed work is intended to find the solution for the 

accurate classification technique development. That technique 

is implemented using two different classifiers contributions, 

namely Bayesian classifier and the back propagation neural 

network. The given section provides the understanding of the 

proposed technique development and their functional aspects. 

Therefore the proposed classification algorithm is prepared in 

two main modules training and testing. The functional 

architecture for the training of classifiers is provided using the 

figure 1 additionally there components and subcomponents 

are described in detail. 
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Figure 1 Training process  

Input training set: The supervised classifiers are working to 

analyze data and for preparing the trained data model using 

the trained model the classification task is performed. The 

training process needs some pattern input or example pattern 

on which the classifier performs training. The training 

datasets are found in both the formats namely structured or 

unstructured format. In this presented work the structured data 

is utilized for training and testing of the developed classifiers. 

In this dataset the list of attributes are organized with their 

predefined class labels. During the classifiers training these 

class labels are used to develop accurate approximation of 

patterns.   

Bayesian classifier: The input training samples are produced 

in the Bayesian classifier to perform the training. Therefore 

the algorithm computes the respective probability distribution 

for each class labels appeared on the training data samples 

according to their attributes. Thus the prior probability of the 

data according to their class labels is estimated during the 

Bayesian classifier’s training. 

Back propagation neural network: Back propagation neural 

network is a classical model of machine learning and 

classification. It usages the distributed concept of computation 

to learn over the pattern and frequently used in various 

different applications of machine learning and pattern 

recognition. In this training the input training samples are first 

encoded into binary string and then utilized for making the 

training. After training of the model a trained data model is 

prepared which can be used to distinguish the similar patterns 

on which the model is trained before. 

Training validation: In this phase the trained data models 

namely Bayesian classifier and back propagation neural 

network is tested using the n-cross validation process. In this 

process the training sample is randomized and new samples 

using training data is prepared which is provided to the 

classifiers for performing the classification. According to the 

generated N number of test sets the mean performance is 

evaluated for training validation.  

Vote share computation: After validation of trained 

classifiers the entire voting score is distributed in four parts 

and the vote shares are decided according to the performed 

training and the validation outcomes. To understand more 

clearly consider an example, the entire voting score is denoted 

by 1 and for the wining classifier one third part of voting is 

considered by the wining classifier and one fourth part of 

voting is considered for the losing classifier. For example 

there are two classifiers are available 𝐶1and 𝐶2. The classifier 

𝐶1 produces 80% accuracy and 𝐶2 returns 90% accuracy 

during the validation process thus the vote wining classifier is 

𝐶2. Here the 𝐶2 having the share of 0.75 and the 𝐶1classifier 

having the 0.25 share for voting. 

After computing the vote share of included classifiers the 

testing is performed, therefore the testing operation can be 

defined using the given figure 2. The participating 

components of the testing module are described as: 

 

Figure 2 Testing model 

Test input: After training of the classifiers the models are 

enabled to classify the input patterns based on their performed 

training. Thus in order to test the prepared trained model a set 

of input samples are produced to the trained classifiers for 

predicting the class labels of the test datasets. That can be 

prepared by manual entry or by producing the set of samples 

using a CSV file. 

Bayesian classifier: The input test samples are produced to 

the Bayesian classifier for classification and prediction of 

their class labels. The Bayesian classifier accepts the test 

dataset and classifies each sample and for each samples a 

class label is produced. 

Back propagation neural network: That is functioning 

similar as the trained Bayesian classifier. The neural network 

also accepts the input test samples and generates the class 

labels for the entire input test set instances. 

Predicted outcome: These outcomes are class labels that 

produced by both the algorithms namely Bayesian classifier 

and the back propagation neural network. Here in this 

experiment these outcomes are treated as raw outcomes of the 

classifier and need to aggregate the final outcomes. 

Aggregated outcome: The given component accept the 

outcomes of both the classifiers and responsible to generate a 

combined outcome for the hybrid concept. Thus first the 

wining classifier is decided according to the previous 

validation performance. Finally the outcome of the system is 

aggregated using the following formula. 

𝑐𝑙𝑎𝑠𝑠𝑜𝑢𝑡 = 𝑉1
𝑐 ∗ 𝑃𝑐1 + 𝑉2

𝑐 ∗ 𝑃𝑐2 

Where  

𝑐𝑙𝑎𝑠𝑠𝑜𝑢𝑡 = the final predictable outcome of the proposed 

classifier  

𝑉1
𝑐=vote share of first classifier (Bayesian classifier) 
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𝑉2
𝑐= vote share of second classifier (back propagation neural 

network) 

𝑃𝑐1= predicted class label by Bayesian classifier 

𝑃𝑐2= predicted class label by back propagation neural network 

Pattern class labels: The combined outcome of both the 

classifier are computed and the computed outcome of the 

classifier is produced as the classification class label of the 

input pattern which is denoted as 𝑐𝑙𝑎𝑠𝑠𝑜𝑢𝑡 . 

Proposed algorithm 

The given section introduces the summarized step of both the 

processes (training and testing) in terms of algorithm steps 

both the algorithms are demonstrated as: 

Table 1 Training algorithm 

Training algorithm 

Input: training dataset D 

Process:  

1. initialize the classifiers 

2. read the training samples D 

3.  𝑉𝑏𝑎𝑦𝑠 , 𝑇𝑀𝑏𝑎𝑦𝑠  = 𝑡𝑟𝑎𝑖𝑛_𝑏𝑎𝑦𝑒𝑠𝑖𝑎𝑛(𝐷) 

4.  𝑉𝐵𝑃𝑁 , 𝑇𝑀𝐵𝑃𝑁  = 𝑡𝑟𝑎𝑖𝑛_𝐵𝑃𝑁(𝐷) 

5. if 𝑉𝐵𝑃𝑁 > 𝑉𝑏𝑎𝑦𝑠  then 

6. 𝑉𝐵𝑃𝑁
𝑐 = 0.75 

7. 𝑉𝑏𝑎𝑦𝑠
𝑐 = 0.25 

8. else  

9. 𝑉𝐵𝑃𝑁
𝑐 = 0.25 

10. 𝑉𝑏𝑎𝑦𝑠
𝑐 = 0.75 

11. end if 

The process of the training is given using table 1 and for 

testing process the table 2 helps to understand the process 

involved. 

Table 2 Testing algorithm 

Testing algorithm 

Input: test dataset DT, 𝑉𝑏𝑎𝑦𝑠
𝑐 , 𝑉𝐵𝑃𝑁

𝑐 , 𝑇𝑀𝑏𝑎𝑦𝑠 ,𝑇𝑀𝐵𝑃𝑁  

Process: 

1. read the input test samples DT 

2. 𝑃𝑏𝑎𝑦𝑠
𝑐 = 𝑇𝑀𝑏𝑎𝑦𝑠 . 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦(𝐷𝑇) 

3. 𝑃𝐵𝑃𝑁
𝑐 = 𝑇𝑀𝐵𝑃𝑁 . 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦(𝐷𝑇) 

4. compute the aggregate outcome  

𝑐𝑙𝑎𝑠𝑠𝑜𝑢𝑡 = 𝑉𝑏𝑎𝑦𝑠
𝑐 ∗ 𝑃𝑏𝑎𝑦𝑠

𝑐 + 𝑃𝐵𝑃𝑁
𝑐 ∗ 𝑉𝐵𝑃𝑁

𝑐  

5. return 𝑐𝑙𝑎𝑠𝑠𝑜𝑢𝑡  

3. RESULT ANALYSIS 
The given section provides the study about the proposed 

classification algorithm and the comparative performance 

study among the implemented classifiers in different 

performance factors. The performance outcomes and the 

estimated analysis are provided in this chapter. 

3.1 Accuracy  
The accuracy is a measurement of the data model for finding 

the amount of correctly classified data using the input 

samples. The performance of the algorithm in terms of 

accuracy can be evaluated using the following formula. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 % =
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑑𝑎𝑡𝑎

𝑡𝑜𝑡𝑎𝑙 𝑖𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑠
𝑋100 

The performance of the proposed hybrid classifier and the 

traditional Bayesian classifier is compared using the figure 3 

and the table 3. 

Table 3 Accuracy 

Dataset size  Hybrid classification  Bayesian 

classifier  

50 93.82 100 

100 94.66 98.52 

150 95.29 95.33 

200 96.28 93.52 

300 98.36 92.14 

400 98.69 91.42 

500 99.68 90.72 

 

Figure 3 Accuracy 

In this diagram the X axis shows the training samples in the 

dataset and the Y axis shows the obtained accuracy in terms 

of percentage. The results of both the classifiers are 

demonstrating the different behavior of classification aspects, 
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in the traditionally implemented classifier the performance of 

the classification is reduces as the amount of training 

instances are increases. On the other hand the performance of 

the proposed classification technique is increases as the 

amount of training samples are increase. Thus the proposed 

classifier performs more effectively as compared to traditional 

manner of classification. For analyzing the results in the 

statistical manner the mean accuracy of both the classifiers are 

computed and their difference in performance is reported 

using the figure 4. In this diagram the mean performance of 

both the method in terms of accuracy is demonstrated using 

the Y axis and the X axis contains the implemented methods 

for making comparative performance study. According to the 

obtained performance the proposed classifier is producing 

approximately 96% of accurate results and the traditional 

classifier produces the 94 % of accurate results. Thus the 

proposed classification technique is much efficient and 

accurate as compared to the traditional technique of data 

classification. 

 

Figure 4 Mean accuracy   

3.2 Error rate 
The error rate of the classifier provides the estimation about 

the misclassified samples during the testing of the trained 

classifier. The evaluation of error rate can be performed using 

the following formula. 

𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 % =
𝑡𝑜𝑡𝑎𝑙 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑖𝑛𝑝𝑢𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
𝑋100 

Or  

𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 % = 100 − 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 % 

The comparative error rate of the proposed and traditional 

classification technique is provided using the table 4 and the 

figure 5. The given figure includes the X axis to show the size 

of training samples and the Y axis shows the amount of 

misclassified patterns in terms of percentage. According to the 

demonstrated results the error rate of the proposed classifier is 

reduces as the amount of training instances are increases in 

the database. On the other hand the error rate of the traditional 

scheme is increases as the amount of data for learning is 

increases. Thus the proposed classifier is improving the 

outcomes of the classification with increasing the learning 

patterns. 

 

Figure 5 Error rate 

Table 4 Error rate 

Dataset size  Hybrid classification  Bayesian 

classifier  

50 6.18 0 

100 5.34 1.48 

150 4.71 4.67 

200 3.72 6.48 

300 1.64 7.86 

400 1.31 8.58 

500 0.32 9.28 

In order to understand the performance of the classification 

more clearly the mean error rate percentage is evaluated and 

reported using the figure 6. In this figure the amount of error 

rate produced by the algorithms are demonstrated using Y 

axis and X axis shows the methods implemented with the 

system. 

 

Figure 6 Mean error rate  
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According to the obtained results the from the mean error rate 

percentage the proposed hybrid classifier produces more 

effective and improving performance as compared to the 

traditional classification technique. 

3.3 Memory usages  
The amount of main memory required to successfully execute 

the algorithms is known as the memory consumption of the 

algorithms. The given figure 7 and the table 5 show the 

comparative performance of both the implemented classifiers. 

In the given diagram the X axis shows the number of training 

input samples produced for the training to the data models and 

the Y axis shows the amount of main memory consumed by 

the implemented algorithms. According to the obtained results 

the amount of memory consumption in the proposed data 

modeling is higher as compared to traditional technique 

because the proposed classifier needs to process the data using 

both the classifiers. 

 

Figure 7 Memory usage 

 

Figure 8 Mean memory consumption  

 

 

 

Table 5 Memory usage 

Dataset size  Hybrid classification  Bayesian 

classifier  

50 27817 25818 

100 29488 26891 

150 31938 27716 

200 33462 28612 

300 35938 29981 

400 37362 30164 

500 39882 31332 

In order to understand the memory usage difference among 

both the classification technique the mean memory 

consumption is demonstrated using the figure 8 in this 

diagram the X axis shows the amount of instances of the data 

used for training and the Y axis shows the amount of main 

memory consumed during evaluation of data. 

3.4 Time consumption  
The amount of time required to process the data using the 

proposed algorithm is termed here as the time consumption of 

the system. The comparative time consumption of both the 

data models during the training is demonstrated using table 6 

and figure 9. In this diagram the X axis contains the amount 

of data used for training and the Y axis shows the amount of 

time required to process the data samples. According to the 

obtained results the proposed technique consumes higher time 

as compared to the traditional classifier. The proposed scheme 

utilizes the back propagation neural network and learning of 

this algorithm is an iterative process thus the amount of time 

is higher as compared to the Bayesian classifier. 

 

Figure 9 Time consumption  
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Table 6 Time consumption  

Dataset size  Hybrid classification  Bayesian 

classifier  

50 189 73 

100 267 105 

150 402 147 

200 671 214 

300 752 258 

400 890 281 

500 1051 316 

In order to understand the difference among both the 

technique’s performance the mean time consumption of both 

the algorithms are computed. According to the obtained 

performance the proposed technique consumes more time as 

compared to the traditional technique. Thus the proposed 

model is a time consuming model for training time. 

 

Figure 10 Mean time consumption 

4. CONCLUSIONS 
The key aim of designing the hybrid classification technique 

to improve the predictive accuracy is designed and 

implemented. Based on the experiments some essentials facts 

are obtained that are discussed in this chapter. In addition of 

that the limitations and the future extension of the work is also 

included. 

4.1 Conclusion 
The data mining is a technique by which the computer based 

algorithm analyzes the data and provides the meaningful 

outcomes for utilizing with the real world applications for 

problem solving. In this context the data mining domain 

provide ease in various domains of engineering, science and 

other industries. The use of data mining is also performed for 

finding the trends in data and pattern for consuming with the 

predictive data analysis. In this presented work the data 

mining techniques are investigated for obtaining the 

application in predictive manner. 

Therefore the key work is focused on finding the predictive 

model for heart disease prediction. The heart disease 

prediction is performed by the learning of patterns available in 

old trends. A number of data models for predicting the class 

labels of input patterns are available but most of them are not 

much accurate for medical data analysis. Therefore a hybrid 

concept for analyzing the data is proposed in this work to 

enhance the learning of model and produce more accurate 

outcomes on the basis of the previous patterns. 

The proposed data model includes the implementation of two 

different classifiers and using the weight based classification 

technique the model is used to predict the class labels. The 

key advantages with the hybrid classifiers are, these classifiers 

are able to combine the goodness of the implemented 

classifiers. The utilized algorithms for combining the 

outcomes are bays classifier and the neural network classifier. 

Both the models are taking training individually and produce 

the combined results during the predictive data analysis. 

The implementation of the proposed technique is performed 

with the help of JAVA technology and their performance is 

evaluated. The obtained performance is estimated in terms of 

memory consumption, training time required, accuracy and 

the error rate of the classifier. According to the obtained 

results the performance summary is prepared and 

demonstrated using the table 7.    

Table 7 Performance summary 

S. 

No. 

Parameters  Hybrid 

classifier  

Bayesian 

classifier  

1 Accuracy  High  Low  

2 Error rate  Low  High  

3 Memory usage  High  Low  

4 Time consumption  High  Low  

According to the performance summary the accuracy of the 

proposed classier is more effective as compared to the 

traditional technique. But the performance of the proposed 

classifier is lacked in terms of resource consumption. 

Therefore the proposed model is suggested to implement in 

those cases where the accuracy is more desired as compared 

to the time and the memory.  

4.2 Future work 
The proposed work for enhancing the classification 

performance is design and implemented, the experimental 

results demonstrate the effective performance of the proposed 

classifier. But the performance is not much significant due to 

the lack in memory and time consumption. Therefore in near 

future that is required to work in both the domain of 

performance improvement as compared to the accuracy of the 

classifier. Thus the model is extendable for limiting the 

memory and time consumption. 
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