Comparative Study of Parallel Scheduling Algorithm for Parallel Job
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ABSTRACT
Job scheduling is a technique which is applied on parallel computing systems, whose main focus is to measure the parameters of a system. For job scheduling many algorithms are used in technical line such as priority based FCFS reservation, backfilling, improved round robin scheduling all are used to measure the parameters of a parallel computing. Since they all have some limitations and advantages to use all processors equally .This paper describes the various job scheduling algorithm such as priority based FCFS, PFCFS1, PFCFS2, PFCFS3 of static job scheduling algorithm.
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1. INTRODUCTION
Scheduling algorithms is a way by which work specified by some means is assigned to resources that complete the work. Schedulers are normally implemented so they keep all complete resources busy, allow multiple users to share system resources effectively, or to get a target quality of service. A scheduler may aim at one of many goals to achieve such as maximizing the throughput and minimizing the average waiting time [22,23,24,25]. Scheduling algorithm plays a basic role among different process in parallel computing. Scheduling algorithms are also used to schedules the CPU jobs. Where execution time of job is reduced and speed of CPU will be more. Scheduling is also done in real life. Its main concept came from real world such as maintaining a queue on a ticket window. Scheduling algorithms are used to allocate the jobs to the processors.[1][2][3][4][5] There are various scheduling algorithms for the allocation of jobs to the processors such as: First Come First Serve (FCFS),Priority Based First Come First Serve (PFCFS1),Priority Based First Come First Serve (PFCFS2),Priority Based First Come First Serve (PFCFS3) .Backfilling algorithm, Easy Backfilling algorithm, Flexible Backfilling algorithm, Multiple Queue Backfilling algorithm, Gang Scheduling algorithm, Paired Gang Scheduling algorithm, Gang earliest deadline First Scheduling algorithm.

1.1 Types of Scheduling Algorithm
There are various types of scheduling algorithms as follows:-

1.1.1 Non-Preemptive scheduling algorithm
This scheduling algorithm occurs only when a process voluntarily enters to the wait state or terminates .It is only method that can be used on certain hardware platforms because it does not require the special hardware needed for preemptive scheduling. When a process enters the state of running the state of that process is not deleted from the scheduler until it finishes its scheduler time [2]. A non-preemptive job cannot be interrupted.

1.1.2 Preemptive scheduling algorithm
Preemption means termination of any job can be possible at any time. This scheduling can be possible in all possible cases. Preemptive schedule is prioritized. The highest priority process should always be the process that is currently utilized. Jobs are usually assigned with priorities ,at somehow a running job can be interrupted for some time and resume later when the priority job has finish its execution it is known as preemptive scheduling.

1.1.3 Long term scheduling algorithm
Long term scheduling is done when a new process is created. If the number of ready processes in the ready queue becomes very high than there is a overhead on the parallel computing for maintaining long jobs by this context switching and dispatching increases. It also controls the degree of multi-parallel systems following certain policies which decided whether a system can manage a new job or more than one job can also submitted to processor.

1.1.4 Medium term scheduling algorithm
Medium term scheduling is work with the memory management of processors. Its efficient interaction with short term schedulers it is essential for system performances.

1.1.5 Short Term scheduling algorithm
Short term scheduling algorithm is concerned with the allocation time of processors to processes. Scheduling policy is an overall system design issue and determines the “character” of the operating system from the user’s point of view giving rise to the traditional distinctions among “multi-purpose”, “time shared” etc..

2. POLICIES FOR SCHEDULING ALGORITHMS
There are three types of scheduling algorithm policies. 

2.1 Policies for Long Term scheduling
It is simple a FIFO policy, which determines which job is admitted to the processors for processing and when, and which ones should be exited. All jobs requests a submission of a batch jobs, or an user trying to go into a time shared processors system, further requests can refused or enqueued for later processing. The higher the number of processes, in fact the smaller the time each of them may Another policy is priority schemes in context of long term scheduling it has different meaning than in dispatching : here it affects the
choice of a program to be entered the system as a process, there the choice of which entered the system as process, there the choice of which ready process should be executed.

2.2 Policies for Long Term scheduling
It is a policy which determines when jobs are to be suspended and resumed. It is specially concerned with memory management, hence it’s very often designed as a part of memory management systems of a processors.

2.3 Policies for Short Term scheduling
It is a policy which determines which of the ready jobs can have processors and for how much time. A short term scheduler is essential for system performances, specially in virtual memory of processors, due to this paged system the pager processes is usually run at a very high priority level.

3. REVIEW ON VARIOUS JOB SCHEDULING ALGORITHMS
The various scheduling algorithm are as follows:

3.1 First Come First Serve (FCFS)
This technique provides the jobs to come early and execute first. This process is known as first come first serve job scheduling algorithm. In this technique those jobs came late are placed in a waiting queue form, those jobs are late place them at the end of the queue or tail of the queue. This scheduling process has bad performance, more waiting time and lesser throughput [7].

3.2 PFCFS1
It is an advanced version of FCFS job scheduling algorithm in which there is no time frame to preempt a job gang, automatically after 10 minutes it preempt a job gang. A job gang will preempt after 10 minutes until one gang will not blank, a new gang will not go for the processing.

3.3 PFCFS2
It is an advanced version of PFCFS1 in which each job is preempt after 1 minute and already suspended job will start again for 1 minute and new job gang will start. In this manner a wide gang job will complete.

3.4 PFCFS3
It is an advanced version of PFCFS2 in which a job gang will start processing if it is wait for at least 10 minutes in a queue.

Then the job will go for the execution. After executing the suspended job will go for the execution.

3.5 Shortest Job First
In this technique less execution time jobs are assigned to processors. In this technique scheduler kept the jobs in such a way that those have less execution time they will put in the starting of the queue and those have more execution time they will put in the end of the queue. In SJF average waiting time is minimum because it executes less execution time jobs earlier and more execution time jobs in last. A job is divided into two compulsory and optimal part, this optimal portion is scheduled by using shortest job first.

3.6 Round Robin Scheduling
In this scheduling algorithm provide a time slice for each job. The ready jobs are placed in queue and new jobs are placed into end of the queue. In this technique the processor efficiency will worst when the time quantum is too short and when it is too long it will generate a poor response. It is best responsive and effective in nature but the waiting time and turnaround time are less due to known time amount nature. The scheduler provides a known time slice to each job and scheduler repeats them in a cycle. It is same as FCFS but preemption is performing to transfer them among processes. A new round robin scheduling algorithm proposed with less context switching and provides a best waiting time, turnaround time as compared to round robin scheduling.
3.7 Priority Scheduling Algorithm
In this scheduling processors assigns fixed priority to each process. A low priority job is interrupted when a high priority job is arrived. The high priority jobs have smaller waiting time and there may be a condition of starvation for the low priority jobs.

3.8 Backfilling Algorithm
FCFS is improved by increasing the utilization of the system resources and by decreasing the average waiting time of the job in the queue of the scheduler. If the job at the head of the queue is waiting for resources then it is possible for other short jobs to be scheduled and executed. Maximum execution time for each job must be known for backfilling algorithm. It sends shortest jobs first to increase the response time and node utilization.

3.9 Conservative Backfilling
This backfilling approach allows each job to reserve the resources it needs, when it is inserted into the job queue. If enough nodes are available then the job will be executed. Otherwise the job has to wait and later arriving short job will be executed if enough node for that job are available. It can predict when each job will execute. Starvation will not generate due to reservation for every job is done earlier, when it is submitted for execution.

3.10 EASY Backfilling
It is specially designed for super computers only, the first job in the submission queue is allow to reserve the resources it needs. It is more aggressive approach because it increases resource utilization even if it does not guarantee that a job is not delayed by another job or submitted later on. EASY backfilling has good opportunities to fill all the backfills under accurate user estimates.

3.11 Flexible Backfilling
It is the approach in which jobs are prioritized with some priority policy. In a waiting queue for each job a slack factor (a slack factor is assumed to be equal to three, i.e. a job can wait three times of average waiting time,) is provided, and for the computation of waiting time for each job there is requirement of slack factor and waiting time.

3.12 Multiple Queue Backfilling
This approach is proposed by Lawson and Amirin. In this approach each job is given in a queue according to jobs expected running time and each queue is given to parts of a parallel system and only jobs of the parallel queue can be run.

3.13 Gang Scheduling
It is the approach in which the task which consists jobs grouped together and scheduled concurrently in a set of processors. At any instant of time a highest priority job executed first, but a scheduled job can be preempted before completion. Preemption can possible only when a higher priority job is released.

3.14 Paired Gang Scheduling
In this approach the resource utilization improve very well without any cause of interference between the processes of completing jobs. Because a process which occupies the processors most of the time will be matched with a process that occupies the input/output devices.

4. COMPARISON OF EXISTING JOB SCHEDULING ALGORITHMS
These scheduling algorithms are used and implemented in parallel job scheduling algorithms and considered in Table 1

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Scheduling Method</th>
<th>Scheduling Factors</th>
<th>Researching</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FCFS</td>
<td>Job submission time, job start time, job completion time</td>
<td>Where use of resource is less and response time is more</td>
</tr>
<tr>
<td>2</td>
<td>PFCFS1</td>
<td>Waiting time, preemption of job in gang format</td>
<td>A gang will preempt after 10 minutes</td>
</tr>
<tr>
<td>3</td>
<td>PFCFS2</td>
<td>Waiting time, running time and preemption of job in gang format</td>
<td>A gang will preempt after 1 minute</td>
</tr>
<tr>
<td>4</td>
<td>PFCFS3</td>
<td>Running time, waiting time and preemption of jobs</td>
<td>Job will preempt when it waits for 10 minutes in a queue</td>
</tr>
<tr>
<td>5</td>
<td>Shortest Job First</td>
<td>Execution time of job, optimal part of scheduling</td>
<td>It use less execution time of job, optimal part division of scheduling required</td>
</tr>
<tr>
<td>6</td>
<td>Round Robin Scheduling</td>
<td>Waiting time, turnaround time, execution time of job</td>
<td>Response time is more due to preemption ,and waiting time is more</td>
</tr>
<tr>
<td>7</td>
<td>Priority Scheduling</td>
<td>Waiting time, Starvation condition</td>
<td>Waiting time for less jobs ,but more for long jobs ,and there may be condition of starvation</td>
</tr>
<tr>
<td>8</td>
<td>Backfilling</td>
<td>Execution time of job, priority of the jobs in the queue</td>
<td>Shortest jobs will proceed first and increase response time, and increase processor utilization</td>
</tr>
<tr>
<td>9</td>
<td>Conservative Backfilling</td>
<td>Reservation time of all jobs, estimated time of execution time of every job and arrival time of the job</td>
<td>It increase the processor utilization</td>
</tr>
<tr>
<td>10</td>
<td>Easy Backfilling</td>
<td>Execution time of job</td>
<td>To specify more execution time of jobs</td>
</tr>
<tr>
<td>11</td>
<td>Flexible Backfilling</td>
<td>Assumed time of job execution</td>
<td>Resource utilization is more ,and shortest jobs will execute first</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>12</td>
<td>Multiple Queue Backfilling</td>
<td>Reservation and priorities of jobs , submission time of job , estimated time of execution</td>
<td>Cost of reservation of jobs will be lesser</td>
</tr>
<tr>
<td>13</td>
<td>Gang Scheduling</td>
<td>Average waiting time, average slow down of processors, average loss of capacity</td>
<td>Processor utilization will be more and increase jobs waiting time</td>
</tr>
<tr>
<td>14</td>
<td>Paired Gang Scheduling</td>
<td>Resource utilization, interference of jobs</td>
<td>Resource utilization is more, no interference of jobs will be allowed</td>
</tr>
</tbody>
</table>

5. PERFORMANCE OF SCHEDULING CRITERIA
There are so many different criteria to find best scheduling algorithm for a particular situation and environment. Such as Processor utilization, throughput, turnaround time, waiting time, efficiency and speedup.

Processor Utilization
Parallel computing support multiprocessor system. When a large amount of data is processed by more than one processors where distribution in not proper. Processor utilization read the time utilization of processor for which the processor is activated.

Processor utilization (%) = (Total time taken by the jobs /total number of jobs)*100.

Speedup
It is the ratio of time taken by job in serial manner to the time taken by job in parallel manner.

SpeedUp = Time taken in serial manner/Time taken in parallel manner.

Throughput
Total number of jobs completed per unit time. It may range from ten per second to one per hour depend upon the specific processes.

Turnaround time
Time required for a particular process to complete from submission time to completion time of the processes.

Waiting time
Total time processes spend in the ready queue, waiting for the execution to get the CPU.

Efficiency
Capacity to complete the jobs with in the time specified for each job.

Fairness
Fairness is the term which does not place any job in the starvation condition. Hard fairness provides every job a processor to complete the processing. A scheduler must want a utility which serviced each processor job equally. The mixing of jobs is a production of external policies .Fairness is measured as the standard deviation of turnaround time and the fairness index. Fairness of a job can be affected by the later arriving of jobs .Average turnaround time is more and utilization is low this difference is known as ‘unfairness’.

Response Time
The interval of the time from the moment of a service is requested until response begins to received .In parallel systems a better measure of responsiveness from the users point of view after turnaround time is response time.

6. CONCLUSION AND FUTURE SCOPE
After review the all existing methods we conclude that the paired gang scheduling algorithm generates best results on the basis best processor utilization and no interference of jobs are allowed in parallel scheduling .Very close results are generate by PFCFS1, PFCFS2, PFCFS3 but best results are generate by paired gang scheduling algorithm . In future we can further change in the interference of jobs should allowed in the parallel processing.
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