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ABSTRACT

Social media has been increasingly utilized as an area of sharing
and gathering of information. Data mining is the process of ana-
lyzing data from different context and summarizes them into use-
ful information. It allows the users to analyze the data, categorize
them and identifies the relationship inferred in them. Text mining
often referred to as text data mining can be used to derive informa-
tion from text. Text analysis can be used in information retrieval,
information extraction, pattern recognition, frequency distribution
and data mining techniques. An application of this is to scan a set
of documents in natural language for predictive classification pur-
poses. Recent researches shows that the number of crimes are in-
creasing through social media that may cause tremendous loss to
organizations. Existing security methods are weak in cyber crime
forensics and predictions. The contribution of this paper is to mine
cybercriminal network which can reveal both implicit and explicit
meanings among cybercriminal based on their conversation mes-
sages.
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1. INTRODUCTION

The introduction of social media and social networks has not only
changed the opportunities available for us but also we need to be
beware about the threats. The information available within any sites
are valuable to criminals so that they can use the individuals per-
sonal information to their advantage. Existing cyber technologies
are not effective to protect the organizations from various cyber-
crimes. According to the financial losses faced today there is a need
for advanced computational intelligence approaches.

Existing network mining mainly concentrate on constructed rela-
tionship lexicons [1] or manually defined lexico- syntactic patterns
[2]. They can identify only a limited number of lexicons. There
are increasing evidences showing that the criminals tends exchange
knowledge and transact or collaborative tools through online social
media. On the other hand it offers possibility to obtain informa-
tionabout these criminals to create new methods and tools to obtain
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intelligence on cybercrime activities. Data mining techniques can
be applied to assess information sharing and their classification.
There is a collective goal of improving the state-of-the-art technol-
ogy to provide a comprehensive approach to extract relevant infor-
mation to provide criminal network analysis. Text mining consist of
a range of techniques to analyze human languages using linguistic
techniques.

Concept level approaches to natural language processing can bet-
ter grasp the implicit meaning associated with each text. Here the
main contribution of this paper is the mining of cybercriminal net-
work which can uncover both implicit and explicit meaning of each
text based on their conversational messages posted on the online so-
cial media. The concept based approaches are more promising than
keyword based which relies on semantics rather than syntax. Con-
cept based methods provides better performance than word based
for task like topic modeling [3], opinion mining. The aim of this
paper is efficient network mining through concept mining method
which can extract more relevant concepts describing cybercriminal
relationships.

2. LITERATURE REVIEW

The information retrieval task is the retrieval of unstructured infor-
mation. This information includes images, text. All documents are
pre-defined and the retrieval system will retrieve documents in stan-
dard information retrieval task for satisfying users needs. In most
of the application, collection of documents may be large size, and
these document collections needs to be mined

2.1 Lexical Affinity

Here it not only identifies effected words, but also assigns arbitrary
words a probable affinity to particular emotions. This approach
trains probability from corpora. It has better performance than key-
word spotting., but this approach has two main problems: the first
is, negated sentences and sentences with other meanings trick lexi-
cal affinity because they operate on the word level and second one
is, lexical affinity probabilities are often biased towards of a par-
ticular genre, dictated by the linguistic corpora source. So it make
difficult to develop a reusable, domain independent model.



2.2 keyword Spotting

This method has increased accessibility and economy. It classifies
text based on the presence of unambiguous affect words like sad,
happy, afraid and bored. However this method is weak in two ar-
eas as it cannot reliably recognize affected negated words as key-
word spotting relies on the presence of affected words that are only
surface features. Lexical affinity is slightly more sophisticated ap-
proach than keyword spotting.

2.3 Topic Modelling

It is way of text mining used to identify the patterns present in a
document. Topic modelling can be used to find the topics present
in a collection of documents. Topic models are used to discover the
hidden topic based patterns present in documents. For this several
generative models were introduced.

Generative model have three assumptions:

—Each document should have a semantic structure
—Can infer topics from word document co-occurrence

—Words are related to topics and topics are related to documents

Generative models have a wide variety of applications in text min-
ing, language processing and information retrieval. In the infor-
mation research systems [5] apply Latent Semantic Analysis to
identify intellectual cores in information systems. It improves the
support vector machine and has certain limitations. This analysis
shows how the individual ,groups and organizations interact with
the IT and is not built on the basis of probabilistic background. It
does not deal with words having different meanings. To overcome
the matrix reduction problem and polysemy, they explored a gener-
ative model Probabilistic latent semantic model (PLSA).

Here PLSA[6] model can be used for document clustering by em-
ploying link supervision between two documents. Here the link be-
tween two documents only indicates whether they should belong to
the same cluster or not and no additional parameters are evolved
here. Probabilistic latent semantic model (PLSA) uses a generative
latent class model to perform the probabilities. Here only a qualita-
tive evaluation is performed as only a limited number of concepts
are extracted from the documents so that the model suffers from
problems of over fitting and computational cost of learning large
number of parameters is very high. There is no way to generalize
new document or unseen documents.A basic PLSA model is illus-
trated in figure 1.Here D is the document index variable, C is a
words topic drawn from documents topic distribution, W is a word
drawn from the word distribution of this word topic.

These problems are overcomed by LDA [7] as Latent Dirichlet Al-
location is a probabilistic generative model in which relevant topics
can be extracted from various documents. It is one of the most suc-
cessful topic model where the probabilities of topics occurring in
the document and probabilities of word occurring in the topic can
be calculated .First it calculates the number of topics in the docu-
ments then a specific distribution of topics and then based on this
document distribution ,topics are generated then the words for each
topic are generated .Latent Dirichlet Allocation can model long
length documents compared to another generative models.LDA is
an intensively studied model and the experiments are really im-
pressive when compared to other know information retrieval tech-
niques. It depends on the word occurrence and the meaning of the
concepts whereas the common sense knowledge modeling [3] does
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Fig. 1. Basic PLSA Model

not take into account the word co-occurrence and it may be not
accurate for large documents.

Here LDA is enhanced by Gibbs sampling algorithm [8]. Gibbs
sampling is a Markov chain Monte Carlo algorithm that is used
to obtain the sequence of probability of words where direct sam-
pling becomes difficult .Gibbs sampling randomly assigns terms to
topics. They can be used to approximate the joint distribution and
marginal distribution of one or more variables or subset of vari-
ables. Here they provides a contextual knowledge extracted from
domain specific corpus

Fig. 2. Basic LDA Model

In cyber physical systems the social networks are mined using sen-
timental analysis [9]. Here Sentimental analysis is used which de-
pends on the attitude of speaker or writer and classifies them using
common sense knowledge into positive and negative categories.
Topics related to each categories are identified and their contex-
tual polarity is calculated. According to this the word with high-
est value is taken and their sentence score is calculated. Here we
have studied how the cybercriminal activity effect the society but
we need to develop a system that helps to secure the social media
more efficiently. Social network analysis method uses the source
and destination IP addresses of cyber attacks from social media to
construct cyber-attack graphs but in our proposed approach it can
tap into online social media and utilize the concepts to uncover the
relationships.

Existing network mining methods use constructed relationship lex-
icons or lexicon- syntactic patterns as they can find only limited
number of explicit relationships, because they use natural lan-
guages| 10] that are flexible and unpredictable. Supervised machine
learning methods is also a solution but it requires a lot of time and



resources. Various computational intelligence methods like artifi-
cial neural networks , fuzzy systems, swarm intelligence for intru-
sion detection were examined [11]using low level network features.

Apriori association rule mining method can be used to identify the
genes and bound them together such that the genes that belong to
the same category are grouped into one. Various natural language
techniques has been developed. for describing the relationships be-
tween entities and domains and relationship among companies. The
Co Miner System[12] was proposed to identify the relationships
among companies. Here they use natural language techniques to
find the relationships and domains among companies Here only
a limited number of input data is used so that the recall value of
such a system may be low. Another method for generating a dual
probabilistic model for Latent Semantic Indexing[13] is done using
Cosine Similarity .Cosine similarity can be used to find the similar-
ity between documents and the similarity between topics present in
the document. Cosine similarity is usually measured in vector form
depends on the angle between them and not on the magnitude.

The main difference between the proposed language model and
other existing language model is that it uses context sensitive text
mining and we use summation instead of multiplication which can
be used to combine the probabilities of terms. Then a classification
based ranking method can be done in which the frequency values
are determined which by normalization can determine the final re-
lationship scores.

3. COMPARISON OF DIFFERENT TEXT MINING
METHODS

Comparison of different generative models are depicted on Table 1.

Table 1. Comparison Of Different Text Mining Methods
Method

Characteristics Limitations
e Dimensionality is re-

duced using singular
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model which considers the sequence of probability of words and
contextual information of the related corpus.

The main generative process in LDA include

—Choose N: A document is sequence of N words
—Choose © where theta is the multinomial distribution.

—TFor each of the N words perform the following steps.
1. Choose a topic
2. Choose a word from multinomial probability conditioned on
the topic selected.

This model would be extremely useful in many critical applica-
tions like mining cybercriminal network. A laplacian semantic in-
ference[14] method can be incorporated in this model to infer the
semantics of mined concepts. This approach can be efficiently used
for mining cybercriminal networks to classify online messages to
criminal and non criminal and to infer a particular relation. This ap-
proach can be further enhanced by incorporating genetic algorithm
to classify criminal messages . Genetic algorithm uses an optimiza-
tion method in which a better solution can be obtained from a set
of candidate solutions.

5. EXPERIMENTAL ANALYSIS

The topic solutions to LDA shown in Table 2 .Here the solu-
tion to LDA represents the components of camera and users.Here it
shows the topics present in documents and the frequencies for each
word.If topic 1 is about flash ,topic 2 is about picture then the topic
selection is done by selecting the principal words belonging to each
topic according to their probabilities LDA also provide better mod-
elling of documents. Each words are loaded into appropriate topics
such as battery and pictures. LDA allows long length documents
and facilitates labeling of topics

Table 2. The topics solution of LDA

Latent Semantic
Analysis

value decomposition
e Captures semantics
of words
e Straightforward sta-
tistical background

e Difficult to determine
the number of topics
e Difficult to label a

topic

e It models each topic
in a document as a

TO T1 T2
camera(0.0455) camera(0.0566) camera(0.0640)
great(0.0243) flash(0.0152) batteries(0.0244)
pictures(0.0235) 200d(0.0106) £00d(0.0167)
mode(0.0112) battery(0.0114) price(0.0185)
canon(0.0120) just(0.0132) zoom(0.0078)
picture(0.0099) canon(0.0083) batteries(0.0112)
pictures(0.0100) flash(0.0118) picture(0.0085)

sample Each word is
generated from a sin-

Probabilistic .
. gle topic It does not develop a
Latent Semantic .
. e Each document gen- | probabilistic model
Analysis

erates a mixture of
topics

e Reduces dimension-
ality to topic level

4. RECOMMENDED APPROACH FOR MINING
CYBER CRIMINAL NETWORK

Here different generative models were discussed for text mining
and all these models can be effectively used for text mining for
different applications but they do not built a probabilistic model
considering the distribution of words. Latent Dirichlet Allocation
enhanced with Gibbs Sampling technique generates a probabilistic

6. CONCLUSION

This paper analysis various generative models and network mining
techniques that can be used to uncover the cybercriminal network.
The ability to mine social media to extract relevant information is
a crucial task. Since a great proportion of information contained
in social media are in unstructured form, there is a need state-of-
the art tool to collect and apply intelligence methods .Existing cy-
ber technologies are not effective and they are weak in cybercrime
forensics. Here a novel context sensitive text mining method is rec-
ommended by which latent concepts are extracted and these latent
concepts are subjected to extract the semantics which describes the
cybercriminal relationships. This system can be enhanced by ge-
netic algorithm. Genetic Algorithm is a robust search method re-
quiring little information to search effectively in a large or poorly-
understood search space.The working of genetic algorithm is as fol-
low: First a population is created from a group of individuals and



then these individuals are evaluated. The evaluation is performed
and each individual are given a fitness score based on which they
are evaluated .Two individuals are selected based on their fitness
score, higher the score greater the chance to be selected. This pro-
cess continues until a best solution is obtained from a set of can-
didate solutions. Genetic algorithm takes the advantage of giving
greater weight to individuals with best fitness score and concen-
trate the search in regions which leads to select the best topics.
Genetic algorithm provides a heuristic search to solve optimiza-
tion problems. Here Genetic algorithm provides a better solution
in which more concepts can be extracted and time efficiency can
be improved. By mining the network security intelligence in social
media not only facilitates the cyber attack but also has an intelli-
gence to predict the cyber attack before they can be launched.
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