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ABSTRACT 

Electrocardiogram (ECG)  is a signal with unique, valuable 

information about the functional aspects of the heart with 

respect to time. The automatic analysis of ECG signals is an 

important application since the early detection of heart 

diseases/abnormalities can prolong life and enhance the 

quality of living through appropriate treatment. The ECG is 

collected using a number of electrodes placed in different 

positions on the body. Multi-lead ECGs acquired 

simultaneously helps in better diagnosis of heart diseases. 

This paper focuses on classification of healthy and 

Myocardial infarction signals. The identification of acute 

myocardial infarction with symptoms of Ischemia is critical to 

delivering appropriate medical care. In this  paper  decision 

tree based classifiers are implemented  for the classification of 

ECG signals. The signals were analyzed for 34 normal and 33 

myocardial infarction patients in the database PTB from the 

domain Physionet.org. The classifiers,  J48 and Classification 

and Regression Trees (CART)  are compared with respect to 

accuracy measures. The J48 classifier performs better with the 

correct classification rate of 98% and 0.9 Kappa statistics. 
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1. INTRODUCTION 
The ECG is a recording of the electric potential generated by 

the electrical activity of the heart. The ECG thus represents 

the extracellular electrical behavior of the cardiac muscle 

tissue [1]. Different electrical phases of a cardiac cycle are 

described  and a summation in time and space of the action 

potentials  are represented. The state of the cardiac health is 

generally reflected in the shape of   ECG waveform and the 

heart rate. In the Time domain the ECG signal is identified by 

different waves viz., P, Q, R, S, T. The ECG waveform is as 

shown in fig. 1.1. The P wave represents atrial depolarization. 

The Q, R & S waves together make up a complex, QRS 

complex, which represents ventricular depolarization and T 

wave corresponding to the period of ventricular repolarisation. 

The interval between S wave and the beginning of the T wave 

is called the ST segment. In some ECGs an extra wave can be 

seen at the end of the T-wave, called as U wave. Its origin is 

uncertain, though it may represent repolarisation of the 

papillary muscles. The standard ECG has 12 leads which 

include 3-bipolar leads, 3-augmented unipolar leads and 3-

chest (precordial) leads. 

 

 
Fig. 1.1 ECG Wave in Time Domain 

The ECGs were classified by the investigators into one of 

three categories, based on the potential clinical importance of 

the discrepancies. Category I – No discrepancy or ECG with 

minor discrepancy, Category II – ECGs of indeterminate 

clinical importance, Category III – ECGs with probable 

clinical importance. Sinus tachycardia, Sinus Bradycardia, 

Atrial Enlargement etc. are in the category-I whereas Right 

bundle branch block, Left bundle branch block, Left 

ventricular Hypertrophy are in category II. Category III 

includes Ischemia, Acute Myocardial infarction, Atrial 

Fibrillation, Atrial Flutter etc. [10]. The American heart 

association defines myocardial infarction as ‘the damaging or 

death of an area of the heart muscle (myocardium) resulting 

from blocked blood supply to the area; the medical term for a 

heart attack’. Myocardial infarction is a major cause of death 

and disability worldwide.  

2. LITERATURE SURVEY 
ECG signal preprocessing is the first step towards  the 

classification of heart diseases. ECG is contaminated by 

various kinds of noises like Power line Interference, Electrode 

contact noise, Motion artifact, Muscle contractions, Baseline 

Wander etc. The noise reduction is the important factor since 

the signal should be accurately represented for further 

analysis. There are many different methods in the literature 

for denoising the signals. Feature extraction is the 

determination of a feature or a feature vector from a pattern 

vector. In order to make pattern processing problems solvable 

one needs to convert patterns into features, which become 

condensed representations of patterns, ideally containing only 

salient information. Feature extraction methods could be 

based on either calculating statistical characteristics or 

producing syntactic descriptions. Various techniques and 

transformations proposed earlier in the literature for extracting 

features from an ECG signal and a comparative study of 

various methods proposed by researchers in extracting the 

features from ECG is presented [21]. 

The area of data mining arose over the last decade to address 

the issue of classification using the predictive and descriptive 

models. The paper [4] presents a critique of literature 

concerned with Data mining techniques and its applications. 

Several other classification techniques based on predictive 

models have been found in the literature. 
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Classification of ECGs into normal and arrhythmic is 

implemented by artificial neural networks and Linear 

Discriminant Analysis [2]. Independent Component Analysis 

and wavelet transform are utilized to get an ensemble feature 

composed of ICA-based features and the QRS complex width 

feature [3]. Principal component analysis is practiced to 

reduce dimensionality and for feature extraction of the ECG 

data prior to or at times after performing ICA in special 

circumstances [6]. In [7] Ant Colony Optimization based 

clustering analysis of ECG arrhythmias taken from the MIT–

BIH Arrhythmia Database is aimed. Both time domain and 

discrete wavelet transform based frequency domain 

characteristics are utilized in the analysis. Since the number of 

wavelet coefficients is a huge amount as compared to the time 

domain parameters, Principal Component Analysis (PCA) 

based compression is applied to them in order to decrease 

their number to the number of time domain features. In [8] a 

comprehensive survey of the nonlinear dynamics of ECG 

signals is introduced. The correlation dimension and largest 

Lyapunov exponent are used to model the chaotic nature of 

five different classes of ECG signals. The paper [9] uses 

automatic extraction of both time interval and morphological 

features to classify ECGs into normal and arrhythmic. 

Classification is implemented by Artificial neural networks  

and Linear Discriminant Analysis. 

3. METHODOLOGY 

3.1 Database 

Physikalisch-Technische Bundesanstalt (PTB), the National 

Metrology Institute of Germany, has provided this 

compilation of digitized ECGs for research, algorithmic 

benchmarking or teaching purposes to the users of PhysioNet. 

The ECGs were collected from healthy volunteers and 

patients with different heart diseases by Professor Michael 

Oeff, M.D., at the Department of Cardiology of University 

Clinic Benjamin Franklin in Berlin, Germany. The database 

comprises 549 records from 290. Each record includes 15 

simultaneously measured signals: the conventional 12 leads (i, 

ii, iii, avr, avl, avf, v1, v2, v3, v4, v5, v6) together with the 3 

Frank lead ECGs (vx, vy, vz). Each signal is digitized at 1000 

samples per second, with 16 bit resolution over a range of ± 

16.384 mV[23]. 

3.2 Classification Model 
The figure 3.1 represents the detailed architecture of the 

classification model 

Data Preprocessing and Feature Extraction: The 12 lead 

simultaneously acquired ECG signal is read as input to the 

scheme. Every lead signal is passed through the notch filter to 

remove the noise components from the signal. Then the signal 

is processed with the help of principal component analysis. 

Principal component analysis (PCA) is a statistical technique 

whose purpose is to condense the information of a large set of 

correlated variables into a few variables termed as principal 

components, while not throwing overboard the variability 

present in the data set. The principal components are derived 

as a linear combination of the variables of the data set, with 

weights chosen so that the principal components become 

mutually uncorrelated. Each component contains new 

information about the data set, and is ordered so that the first 

few components account for most of the variability. The 

features such as P amplitude, Q amplitude, R amplitude, S 

amplitude, T amplitude, Q duration is extracted from the 

signal. These features are used to calculate few other features 

like the ratio of Q and R amplitudes. Then, with the help of 

Scoring pattern for myocardial infarction (Okajima et al. 

1990), the score is counted. The score is included as a 

characteristic in the feature vector for the categorization of the 

ECG signals. The feature vectors are used for training and 

testing using decision tree algorithms for the prediction. 

 

Fig. 1: Detail Classification Model 

 Classifier Training: The preprocessed feature vector data 

are passed to the classifier training module. The decision tree 

is a predictive modeling, data mining technique used in 

classification, clustering and prediction tasks. This approach 

is most useful in classification problems. The different 

algorithms applied for comparison are Classification and 

Regression technique (CART) and J48. J48 decision tree is 

simple and easy to implement and this method can also handle 

high dimensional data.This algorithm uses pruning method to 

build the tree. Then the J48 Algorithm recursively classifies 

the data and gives maximum accuracy. CART refers to both, 

http://www.ptb.de/
http://www.ptb.de/
http://www.ptb.de/
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classification and regression tree. This algorithm generates 

binary decision tree. 

Prediction and Evaluation: The class labels for new test data 

are predicted. The classification involves diagnosis of two 

classes, Normal and Myocardial Infarction. The performance 

of the model is  analyzed using different evaluation measures 

such as accuracy, sensitivity, specificity and F-measure.  

4. RESULTS 
The Accuracy of the predictive model is computed based on 

the precision, recall values of classification matrix. The 

classifier is trained to classify the data set as either Normal 

signal or MI signal. Table 3.2 shows the detail performance of 

the implemented classifiers using the CART and J48. The J48 

algorithm classifies 66 instances correctly out of 67 cases. But 

with the same instances CART classifies 62 instances 

correctly.  

Table 3.1: Performance of the Classifiers 

Evaluation Criteria 
Classifiers 

CART J48 

Correctly classified instances 62 66 

Incorrectly classified instances 05 1 

Accuracy (%) 92.5 98.5 

 

Predictive analytics, a table of confusion, is a table with two 

rows and two columns that report the number of false 

positives(FP), false negatives(FN), true positives(TP) and true 

negatives(TN). This allows more detailed analysis than the 

mere proportion of correct guesses. Table 3.2 shows the 

confusion matrix for the classifiers. The J48 algorithm 

performs better as compared to the CART algorithm. 

Table 3.2: Confusion Matrix 

Classifier Normal MI 

 

CART 

30 4 

1 32 

 

J48 

34 0 

1 32 

 

The kappa statistic measures the agreement of prediction with 

the true class. The MAE measures the average magnitude of 

the errors in a set of forecasts, without considering their 

direction. The MAE is the average over the verification 

sample of the absolute values of the differences between 

forecasts and the corresponding observation. The MAE is a 

linear score, which means that all the individual differences 

are weighted equally in the average. The RMSE is the 

difference between forecast and corresponding observed 

values are each squared and then averaged over the sample. 
The MAE and the RMSE can be applied together to diagnose 

the variation in the errors in a set of forecasts. The RMSE will 

always be larger or equal to the MAE; the greater conflict 

between them, the greater the variation in the individual errors 

in the sample. The  comparison of all the simulation error 

parameters is shown in Table 3.3. 

 

 

Table  3.3. Training and simulation error 

Evaluation Criteria 
Classifiers 

CART J48 

Kappa statistics (KS) 0.85 0.97 

Mean absolute error(MAE) 0.13 0.02 

Root mean squared error (RMSE) 0.25 0.12 

Relative absolute error(RAE) 27.01% 5.77% 

Root relative squared error (RRSE) 51.97% 24.03% 

 

Table  3.4. Comparison of Evaluation measures 

Classifier TP 

rate 

FP 

rate 

Precision Recall Class 

CART 
0.88 0.03 0.96 0.882 Normal 

0.97 0.118 0.889 0.97 MI 

 

J48 

1 0.03 0.971 1 Normal 

0.97 0 1 0.971 MI 

 

Table 3.4 depicts the comparison of different valuation 

measures. The precision is given by  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall is fraction of relevant instances that are retrieved. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

The different parameters like precision , recall  give better and 

promising results for J48 algorithm. The parameter F-measure 

is improved from 0.92 to 0.98 in J48 implementation for both 

normal and MI signals. 

5. CONCLUSION 
The rate and risk of  Cardiovascular diseases have drastically 

increased these days. This has contributed to the need for 

automatic classification of the heart diseases. The major 

advantage of Electrocardiogram signal is that it is inexpensive 

and non invasive. In the present model the characteristics are 

extracted from ECG signal and  feature vectors  are developed 

and tested using simple CART and J48 decision tree 

algorithms. The present work evaluates the CART and J48 

decision algorithms using  Accuracy, Kappa statistics and 

different evaluation measures. The classification accuracy is 

92.5% using CART but enhanced to 98.5% using J48 

algorithm. Also the kappa statistics is improved from 0.85 to 

0.97. The ECG signals can also be assessed for different types 

of infarction.   
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