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ABSTRACT 

This paper presents a detailed investigation and comparative 

analysis of the two well-known classes of Super Resolution 

(SR) i.e. Reconstruction Based Super Resolution (RBSR) and 

the Example Based Super Resolution (EBSR), taking into 

account the seven variables: Resolution Factor, Aliasing, 

Stills, Motion, Compression, Noise and Detection scenario. 

The EBSR uses high and low frequency relationship and the 

RBSR is based on the frames sequence information. The 

EBSR and RBSR are tested on number of images to 

investigate which of the two classes of SR algorithms are best 

suited for preserving structural similarity to the original image 

and for visual analysis of the SR image. Experimental results 

show that over-all SSIM index for the EBSR is higher than 

RBSR and thus preserves the image quality better compared 

to the RBSR. In an evaluation of EBSR and RBSR for feature 

based detection scenario, it is observed that face detection in 

the EBSR resultant image has the same performance 

compared to that of the Viola-Jones approach [21] without 

SR; therefore, we do not gain any improvement in EBSR. In 

the case of RBSR, due to the registration errors, the over-all 

face detection performance after SR by the Viol-Jones 

algorithm is reduced by 3%. As such, it is an extension of the 

author’s conference work [12]. 
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1. INTRODUCTION 
Image processing applications regarding different fields such 

as medicine, defense etc. mostly requires high resolution 

images/videos for interpretation purposes. Being an important 

aspect of image processing, high resolution image 

reproduction has been a keen area for researchers. Super 

Resolution approach is one among their efforts in this regard. 

For obtaining super resolved image, generally three 

techniques are used: Sharpening, sequence aggregation and 

frequency correspondences. Sharpening technique is used for 

amplifying the high frequencies in an image by changing the 

frequency spectrum of the image. One problem with 

sharpening technique is that noise is amplified too, with the 

high frequencies, if it is not the case; it results in an increased 

resolution of an image. Sequence aggregation technique is the 

representative of Reconstruction Based Super Resolution 

approaches, which produces a high resolution image from a 

sequence of Low Resolution (LR) images. In frequency 

correspondence approach, high resolution images are obtained 

through learning the correspondences from low resolution 

images. Such approaches are termed as Example Based 

Super-Resolution (EBSR) approaches [7]. In general, the SR 

methods can be classified into two classes; Reconstruction 

based methods and Example based methods [1]. The 

Reconstruction Based Super Resolution methods reconstruct 

the LR images to obtain a high resolution image. A number of 

SR algorithms are based on the RBSR approach. Frequency 

domain [20], Maximum Likelihood, Non-uniform 

interpolation (consisting of three stages including registration 

or motion estimation, interpolation and noise reduction), 

Regularized Super Resolution and Projection onto Convex 

Sets [3, 8, 9] are considered the most valuable algorithms in 

this regards. Recently, the EBSR methods for Super 

Resolution got the attention of the researchers by producing 

remarkable results, for example, starting with the work of 

[7,16].  The EBSR methods rely on the training data for the 

prediction of details in LR images, for the SR output. Markov 

network and one pass algorithm are the best representatives of 

this type of SR methods. EBSR methods are very effective in 

specific domain e.g. faces, flowers etc. [7]. 

This article aims at a structural comparison between generated 

SR images using the two classes of SR (namely 

Reconstruction Based Super Resolution and Example Based 

Super Resolution). As such, it is an extension of the author’s 

own conference work [12]. The comparison and evaluation of 

both approaches is based on two factors: SSIM index and the 

visual appearance, taking into consideration the seven 

variables including: Resolution factor, aliasing, stills, motion, 

compression, noise and detection scenario. Based on the 

experimental results, it is concluded that compared to 

Reconstruction Based Super Resolution, Example Based 

Super Resolution approaches are best suited for SR in terms 

of preserving the structure of the input image. Such structural 

similarity plays a very important role in different applications 

of computer vision such as face and human body recognition 

and other textured based recognition approaches. In this work, 

we used the Robust Super  
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Figure 1: Block diagram of obtaining LR observed image  from the HR image: sampling phase normally results the lost of high 

frequency components of images. Image quality can be further descreased due to rotation of imaging device and camera bluring. 

Finally, the spatial sampling noise degrades the resolution of the HR scene/image. In process of going back to the HR image 

ffrom the LR image, all the steps need to be undone that resulted in the LR image. 

Resolution [24] for the reconstruction stage of SR and the 

approach proposed by Keran et al. [11] for the Motion 

estimation [2] in the RBSR. For EBSR, Freeman et al. [7] 

approach is adopted. 

RBSR are based on the assumption that high resolution signal 

can be well predicted from the low resolution signal (image) 

[4,5,6]. Work done by Tsai et al. [20], known as frequency 

domain method and is considered the pioneering approach in 

this regards. Iterative backward projection algorithm by Irani 

et al. [9] is another RBSR approach for obtaining HR images. 

[5] Represents a unifying approach based on the matrix vector 

notation.  The super resolution images can be considered as 

the maximum A-posterior solution to stochastic optimization 

in regularized SR reconstruction approach and the prior 

knowledge of the HR images and noise for the reduction of 

inconsistent measurements effects [3,9,10,16]. 

Projection onto Convex-sets algorithm uses the prior 

knowledge with constrains, for the reduction of noise in LR 

images [9]. Generally, high frequency components are 

suppressed by the enforced smoothness constraint which 

results in a blurred image. Simultaneous SR in time and space 

and the Robustness issues related to SR are discussed in 

greater details in [6] and [19] respectively. Motion 

segmentation being a crucial factor in SR for the moving 

objects, especially in the presence of noise, is nicely handled 

in the said approaches.  Zomet et al. [24] proposed an iterative 

algorithm, which is based on the median estimator. The said 

algorithm results in super resolved background only, in the 

image. Freeman’s [7] algorithm which is used in this work for 

the EBSR uses the generative model learned from HR images. 

A high frequency detailed image is obtained by using such 

model. Due to this learning characteristic, EBSR approaches 

are applicable only to specific domains [1], especially in 

dynamic scenes, EBSR approaches failed to produce 

sufficient results and require huge amount of training data for 

handling real world dynamic video sequences. The authors in 

[17,18,21,22,23,25] discuss different approaches for RBSR. 

Experi`Mental Analysis 

The comparisons and evaluations of both SR methods i.e. 

EBSR and RBSR are carried out in different scenarios that are 

favorable for both the methods and with seven variables 

including: Resolution factor, aliasing, stills, motion, 

compression, noise and detection scenario. As EBSR 

approaches rely on training, thus, the training set used in 

experimentation contains the images close in complexity to 

that of testing set. The selected dataset for the evaluation has 

the images with motion in consecutive frames that is the pre-

requisite of RBSR.  

The comparison of both approaches is based on the SSIM 

index value [22], ranging from 0 to 1. The higher value of 

SSIM Index indicates the higher structural similarity between 

the original image and the obtained HR images. SSIM index 

based comparison is a better choice for this comparative 

study, as it has shown better performance over its other 

competitors like MSE and PSNR measures [22]. Figure 2 

shows an example LR image (2(a)) and the resultant EBSR 

SR image (2(b)) and RBSR SR image (2(c)). Figure 2(b) 

shows the results of EBSR having an SSIM index of 0.92, 

while Figure 2(c) shows the super resolved image through 

RBSR/RSR approach, having an SSIM index of 0.83.  

 
(a) 

 
(b) 

 
(c) 

Figure 2:  Comparison of EBSR and RBSR approaches in 

terms of SSIM index: (a) Original image (b) Resultant SR 

image of EBSR with SSIM index of 0.92. (c) Resultant SR 

image of Robust Super Resolution (RSR) (RBSR 

approach) with SSIM index of 0.83. 

A zoomed version of a portion of these images, showing the 

high frequency components details is shown in Figure 3. The 

results of visual comparison (shown in Figure 3) and the high 

SSIM score (Figure 2) indicate that EBSR outperforms the 

RBSR.  

     
 (a)     (b)         (c) 
Figure 3: Visual comparision of Example Based Super Resolution 

and Reconstruction Based Super Resolution approches: (a) A 

zoomed portion of the original image in Figure 2(a). (b) A zoomed 

portion of the resultant image of Example-based Super-

Resolution in Figure 2(b). (c) A zoomed portion of the resultant 

image of Robust Super Resolution (RBSR approach) in Figure 

2(c). 
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Other parameters regarding the SR, along with the 

experimental results of EBSR and RBSR comparisons 

regarding these parameters, are discussed as follows. These 

parameters include: Resolution factor, aliasing, stills, motion, 

compression, noise and detection. 

2.1 Resolution Factor 
In our experimentally setup, the RBSR provides better 

performance (in terms of SSIM index score) up to the twice of 

the original image resolution, however, the EBSR produces 

better performance even up to four times of the original 

resolution as can be judged from the Figure 2 and Figure 3. 

2.2 Aliasing 
If the low-resolution images i.e. the input images have under 

sampling and/or aliasing issues, these are tackled during the 

1st step (registration) of SR approaches. RBSR approaches 

nicely tackle these aliasing artifacts, however, the EBSR 

techniques enhances these artifacts along with high frequency 

texture, as illustrated in Figures 4 and 5. In the 

experimentation setup, the SSIM for EBSR is higher than the 

RBSR approach. Due to the fact that such aliasing artifacts are 

visually deceptive to the original image, the SSIM score is 

also deceptive in this case. The SSIM index scores in this case 

are 0.96 and 0.71 for EBSR and RBSR approaches 

respectively (Figure 4(b) and (c)). 

 
(a) 

 
(b) 

 
(c) 

 
Figure 4: Comparison of EBSR and RBSR approaches in the 

presence of aliasing artifacts on a building images: (a) Original 

image. (b) Resultant SR image of EBSR with SSIM index of 0.96 

(c) Resultant SR image (RSR) (RBSR approach) with SSIM index 

of 0.71. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 5: Comparision of EBSR and RBSR with aliasing artifacts 

for building images: (a) A zoomed portion of the original image in 

Figure 4(a). (b) A zoomed portion of the resultant SR image of 

Example-based Super-Resolution in Figure 4(b). (c) A zoomed 

portion of the resultant SR image of Reconstruction Based Super 

Resolution in Figure 4(c) 

2.3 Stills 
RBSR based algorithms combine the details present in the 

image sequence. If all the images of a sequence do not have 

any change or motion, so in this case the result of RBSR 

approach is just the interpolation and no enhanced details. 

However, on the other side, the EBSR approaches can 

produce better SR taking benefits of the training samples; see 

for example, Figure 6 and Figure 7. Figure 6(a) shows the 

original image. EBSR resultant super resolved image is shown 

in 6(b) and its SSIM score is 0.99. RBSR resultant SR image 

in this particular case is shown in Figure 6 (c) with 0.98 SSIM 

index score. The higher value of SSIM index of EBSR as 

compared to RBSR approach verifies its expediency over 

RBSR. To highlight the high frequency components, portions 

of images in Figure 6 are zoomed-in in Figure 7. 

 
(a) 

 
(b) 

 
(c) 

 
Figure 6: Comparison of Example Based Super Resolution 

and Reconstruction Based Super Resolution in the 

presence of no motion in consecutive frames. (a) Original 

image (b) Result of an Example-based Super-Resolution 

with SSIM index of 0.99. (c) Result of Robust Super-

Resolution (RSR) with SSIM index of 0.98. 

 
(a) 

 
(b) 

 
(c) 

Figure 7: Comparison of Example Based Super Resolution 

and Reconstruction Based Super Resolution in the 

presence of no motion. (a) A zoomed portion of original 

image in Figure 6(a). (b) A zoomed portion of the result of 

Example-based Super-Resolution in Figure 6(b). (c) A 

zoomed portion of the result of Reconstruction based 

Super Resolution in Figure 6(c). 

2.4 Motion 
In images having the presence of large motions (Figure 8), the 

RBSR approaches will produce ghosting effects, as shown in 

Figure 8(c). In such cases, the EBSR approaches produce 

better performance as compared to RBSR approaches, as clear 

from the SSIM scores for the two approaches. In this 

particular experiment, the SSIM index score for EBSR is 0.78, 

which is much better than RBSR score of 0.60. The visual 

comparison of resultant SR images for both the approaches is 

shown in Figure 8.   
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(a) 

 
(b) 

 
(c) 

Figure 8: Comparison of Example Based Super Resolution 

and Reconstruction Based Super Resolution approches in 

presence of large motion between the frames: (a) Original 

image. (b) Resultant SR image of an Example Based Super 

Resolution with SSIM index of 0.78. (c) Resultant image of 

Reconstruction Based Super Resolution with SSIM index 

of 0.60. (Image Source: Prof. Robert Sablatnig, CVL, 

Vienna, Austria) 

2.5 Compression 
Compression badly affects both RBSR and EBSR approaches. 

In both cases the compression artifacts are amplified in the 

resultant SR images. In case of compression, the SSIM score 

of EBSR (0.99) is higher than the SSIM score 0.93 of RBSR 

as shown in Figure 9. The high frequency details in Figure 9 

are zoomed in Figure 10.  

 
(a) 

 
(b) 

 
(c) 

Figure 9: Comparition and evaluation results of Example 

Based Super Resolution and Reconstruction Based Super 

Resolution on images with compression artifacts. (a) 

Original image (b) Resultant SR image of an EBSR with 

SSIM index of 0.99. (c) Resultant SR image of Robust 

Super-Resolution (RSR) (a RBSR approch) with SSIM 

index of 0.93. 

   

 (a)   (b)  (c) 

Figure 10: Visual Comparison of both Example Based 

Super Resolution and Reconstruction Based Super 

Resolution in the presence of strong compression artifacts. 

(a) A zoomed portion of the original image of Figure 9(a). 

(b) A zoomed portion of the resultant SR image of 

Example Based Super Resolution of Figure 9(b). (c) A 

zoomed portion of the resultant SR image of 

Reconstruction Based Super Resolution of  Figure 9(c). 

2.6 Noise 
In presence of noise, the RBSR approaches algorithms 

perform better than EBSR approaches. The reason of the 

failure of EBSR approaches is that these approaches learn the 

correspondence inferences in the spatial domain. Therefore, 

do not provide robustness against noise and also amplify the 

noise signals in SR images.  

2.7 Detection Scenario 
For the comparison and the effects of the RBSR and EBSR 

algorithms on the detection scenarios, we opt for the 

rectangular features based face detection. For a face detection 

system, we use the well know approach of Viola-Jones [21]. 

In a comprehensive evaluation of EBSR and RBSR on face 

images, it is observed that face detection in the EBSR 

resultant image has the same performance of that of the Viola-

Jones approach; therefore, we do not gain any improvement in 

EBSR. In the case of RBSR, due to the registration errors, the 

over-all face detection performance after SR by the Viol-

Jones algorithm was reduced by 3%. 

3. CONCLUSION 
Comparison and evaluation of EBSR and RBSR is carried out 

in different scenarios that are favorable for both the methods 

and with seven variables including: Resolution factor, 

aliasing, stills, motion, compression, noise and detection 

scenario. Given the high over-all SSIM index, it can be 

concluded that compared to RBSR, EBSR performs better in 

preserving the structure of the original image. In terms of 

visual appearance, EBSR is preferred except when there are 

aliasing artifacts or when the images are strongly compressed. 

In an evaluation of EBSR and RBSR in feature based 

detection scenario, it is observed that face detection in the 

EBSR resultant image has the same performance compared to 

that of the Viola-Jones approach; therefore, we do not gain 

any improvement in EBSR.  
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