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ABSTRACT 

In Artificial Intelligence classification is a process of 

identifying classes of a different entities on the basis 

information provided from the dataset. Extreme Learning 

Machine (ELM) is one of the efficient classifiers. ELM is 

formed by interconnected layers. Each layer has many nodes 

(neurons). The input layer communicates with hidden layer 

with random weight and produces output layer with the help 

of activation function (transfer function). Activation functions 

are non-linear functions and different activation functions 

may produce different output on same dataset. Not every 

activation function is suited for every type classification 

problem. This paper shows the variation of average test 

accuracy with various activation functions. Along with it also 

has been shown that how much performance varied due to 

selection of random bias parameter between input and hidden 

layer of ELM.  
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1. INTRODUCTION 
In previous years, several researches have been done on the 

classification problem and many algorithms have been 

proposed over it. Some most popular approaches are 

Multilayer Perceptron and Bayesian decision theory [10, 12], 

support vector machine [9] and some variants [8] of it. 

Artificial Neural Network is one of good example of 

classification technique which works on back-propagation 

method [11] and weight is adjusted by trial and error methods 

but it suffers from problem like stuck in local minima [2], 

overfitting problem [7] and large training time [5]. Support 

vector machine [9] is another popular classifier based on 

statistical learning theory and having better generalization 

precision and nonlinear data processing ability. Support 

Vector Machine (SVM) suffers from problem like choice of 

kernel function, high algorithm complexity in training and 

testing phase and extensive memory requirements [21]. Along 

with it other classifiers are Random Forest [18], Naive Bayes 

classifier [17], Logistic Regression [19] etc. 

Recently Hung et.al [4] has proposed a least square based 

learning algorithm for classification and regression problem 

named Extreme Learning Machine. It is a single hidden layer 

feed forward neural network in which the parameters between 

input and hidden layer are assigned randomly and the 

parameter between hidden layer and output layer is obtained 

analytically by using a mathematical concept, Moore-Penrose 

(MP) generalized inverse. ELM is now widely used in various 

fields [15] like face detection, pattern recognition, digital 

image processing, signal processing etc. The reason of 

selecting ELM is that, it is much simpler than other traditional 

feed forward neural network and it does not suffer from the 

problem like learning speed, learning epochs and training of 

parameters. So, it can overcome the problem of traditional 

classifier such as overfitting, stopping criteria etc.  

The training of ELM using data set is very fast the weight 

between input and hidden layer are initialized randomly. The 

performance of ELM may suffer from randomization. An 

activation function is also used at hidden layer to approximate 

the output from input layer. The performance of activation 

also fluctuates from the selection of activation function 

because mapping of output depends on which activation 

function has been used. Several author has been analyzed the 

performance on the basis of various activation function like 

sigmoid [2], sign, hard limiter, triangular bias [20] and radial 

bias [17] function. 

In this paper first it has been analyzed how much performance 

fluctuated due to randomization and variation in performance 

due to selection of different activation using ELM based 

classifier. Along with it, classifier performance is also 

observed using different number of hidden neurons. The 

performance results are presented on the factors of varying 

hidden node with different activation function.    

The rest of paper is divided into 4 sections. Section no. 2 

describes the working of ELM. Section no. 3 contains brief 

information about activation functions used for analyzing the 

performance of ELM. Section no. 4 contains experimental 

after simulation ELM on different datasets. Section 5 discuss 

about conclusion obtained from experimental result.  

2. EXTREME LEARNING MACHINE 
Extreme learning machine is one of the classifiers based on 

single hidden layer feed forward neural network structure 

(SLNF) [2, 315, 16]. It is an emerging learning technique 

provides efficient solutions for classification and regression 

problems.ELM can be used for both single and multi hidden 

layer. For analyzing and tuning up the classifiers, two random 

sets (imbalance sets) are created from dataset. One considered 

as training set and other as testing set. With the help of 

training set calculation of output weight is performed by the 

ELM. After calculating output weight classification is 

performed on the testing data [22]. In ELM, the output of 

network for ith hidden node   
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Ok=fi(x)=∑βgi(xj) ,     (i) 

where Ok represents output where k is number of classes,        

β = [β1, …, βi]
T is the output weight matrix between the 

hidden nodes and the output nodes. gi(xj) can also written as  

gi(xj)=g(wixj + bi)   (ii) 

where gi(xj) is an activation function xj is an input sample, bi is 

a threshold of ith hidden node and wi is an input weight. 

Given N training samples {(xj, tj)}j
N =1 , the ELM can resolve 

the following learning problem:  

H β = T,                    (iii)  

where T = [t1, …, tN]T are target labels, and H = [hT(x1), ..., 

hT(xN)]T. The output weights β will be calculated from  

β = H†T,                     (iv)  

where H† is the  pseudo-inverse (Moore-Penrose generalized 

inverse) of matrix H. The equation (iii) can also be rewritten 

as 

β = (HTH)-1HTT      (v) 

 
Fig 1: The structure of ELM with single hidden layer 

3. ACTIVATION FUNCTIONS 
The Activation function is used to calculate the output 
response of neuron. The neurons behavior is made up of two 

sections first is weighted sum of input and another is an 

activation function .The sum of the weighted input signal is 

applied with and activation function to obtain the response. 

For neurons of same layer, same activation function is used. 

There may be a linear as well as nonlinear activation 

functions. Linear function draw a straight line graph where as 

nonlinear functions draw a curved line [14]. The 

classifications problems are normally nonlinear in nature 

because rate of change of input and output is not in a constant 

ratio. The following are brief introductions about nonlinear 

activation functions used in ELM for classifications: 

i) Sine Function: The sine function accepts real value and 

returns a real value between 1 and -1. In matlab „sin‟ library 

function is used to implement the sine function. The following 

graph represents the curve of sine function. 

                 
     Fig 2: The graph of sine function 

       y=sin(x) 

ii) Sigmoid Function: This function is continuous function 

that varies gradually between the asymptotic values 0 and 1or 

-1 and +1 as given by 

  
 Fig 3: The graph of sigmoid function 

 

iii) Hard Limit Function: When neurons uses hard limit 

transfer function the output they produces is 1 if net input 

reaches a threshold, otherwise it outputs 0. This allows a 

neuron to make a decision or classification. The Hard limit 

function can be implemented by library a function „hardlim‟ 

in matlab.  

 
 Fig 4: The graph of hard limit function 

iv) Radial Bias Function: The outputs of radial bias function 

are based on the distance from some point called origin. The 

radial basis function can be implemented using library 

function „radbas‟ in matlab. Following graph is representing 

the output curve for radial bias function. 
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Fig 5: The graph of radial bias function 

v) Triangular Bias Function: Triangular bias function can 

also used as neural transfer function. This function calculates a 

layer's output from its given input. The triangular bias function 

can be implemented using „tribas‟ library function in matlab. 

Following graph represent the curve of tribas function output. 

            
Fig 6: The graph of triangular bias function 

4. EXPERIMENTAL RESULTS AND 

ANALYSIS 
In this section the average performance of the activation 

functions are analyzed. The five activation functions, 

discussed in previous section, are used to obtain the result. 

Since the classifiers performances are measured by it accuracy 

of classification and time taken in testing by the classifier for 

an output [4] so the results are analyze on the basis of 

accuracy percentage. The software environment that is used 

for simulation of ELM is MATLAB 7.8.0 (R2009a) on Intel 

core i3. The comparisons of experimental results are based on 

two major factors for calculating the accuracy of the ELM 

classifier. First is activation function and second is number of 

hidden neurons.         

4.1 Dataset Description 
For a classification of entity it is required dataset must be 

valid and complete. The selected datasets from UCI repository 

[13] are bupa, diabetes, ionosphere, iris, monk, spambase and 

yeast. These data sets are divided in to two parts before 

classifying one for training and another for testing. Entities 

were selected randomly to create imbalance datasets for 

training and testing. The table given bellow shows the details 

of dataset in terms of number of records, training set, testing 

set and category (multiclass/binary). 

 

 

 

 

 

Table 1. Dataset used for classification 

Dataset Category 

Instances 

for 

Training 

Instances 

for 

Testing 

Total 

Instances 

Bupa Binary 183 162 345 

Diabetes Binary 561 192 753 

Iris Multiclass 79 71 150 

Yeast Multiclass 693 791 1484 

Monk Binary 124 124 248 

Ionosphere Binary 173 328 501 

Spambase Binary 2302 2299 4601 
 

1.1 Experimental Results 
For analyzing the performance of the ELM, the code was 

executed ten times with same number of neurons and 

activation function on single dataset. The execution for 

multiple times reflects randomization in the result. Due to 

randomization the average value is taken as output result. 

From table 2 to table 8 represent the average accuracy of for 

different dataset. Each table includes the average accuracy 

percentage in respect of number of hidden neurons and 

activation function. Both factors play a major role in 

classification of instances. The number neurons at hidden 

layer are taken for experiments are 10, 20, 30, 40 and 50.       

Table 2. Average classification accuracy for bupa dataset. 

Function 
Number of Hidden Neurons 

10 20 30 40 50 

Sin 72.84 73.46 72.84 72.84 68.52 

Sig 72.22 72.84 73.46 73.46 70.99 

Hardlim 58.64 58.02 58.02 58.02 59.88 

Tribas 69.14 70.37 69.75 69.75 69.14 

Radbas 71.6 72.22 72.22 72.22 67.9 
 

Table 3. Average classification accuracy for diabetes 

dataset. 

Function 
Number of Hidden Neurons 

10 20 30 40 50 

Sin 76.04 78.65 79.17 78.13 77.08 

Sig 76.04 78.65 78.13 78.65 76.56 

Hardlim 68.75 68.23 72.4 69.79 71.35 

Tribas 77.6 75 78.13 79.17 77.6 

Radbas 67.71 77.08 76.56 76.56 77.6 
 

Table 4. Average classification accuracy for iris dataset. 

Function 
Number of Hidden Neurons 

10 20 30 40 50 

Sin 95.77 97.18 94.37 87.32 85.92 

+1 
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Sig 95.77 98.59 95.77 94.37 85.92 

Hardlim 83.1 80.28 88.73 97.18 91.55 

Tribas 87.32 98.59 98.59 98.59 98.59 

Radbas 98.59 97.18 94.37 90.14 88.73 
 

Table 5. Average classification accuracy for monk dataset. 

Function 
Number of Hidden Neurons 

10 20 30 40 50 

Sin 47.53 55.56 54.94 48.15 51.23 

Sig 62.96 59.26 56.17 57.41 64.2 

Hardlim 58.02 56.79 54.94 62.35 64.2 

Tribas 43.21 47.53 45.68 48.15 53.7 

Radbas 60.49 61.73 60.49 54.94 56.17 

Table 6. Average classification accuracy for yeast dataset. 

Function 
Number of Hidden Neurons 

10 20 30 40 50 

Sin 57.02 58.28 60.56 59.54 59.04 

Sig 57.4 59.67 58.53 59.17 59.17 

Hardlim 43.11 48.42 49.81 52.09 52.47 

Tribas 55.37 57.4 58.53 59.04 58.66 

Radbas 57.14 58.79 60.05 60.05 60.3 
 

Table 7. Average classification accuracy for ionosphere 

dataset. 

Function 
Number of Hidden Neurons 

10 20 30 40 50 

Sin 93.9 91.77 90.24 90.55 91.46 

Sig 93.6 91.77 91.16 92.99 91.77 

Hardlim 94.82 91.46 91.16 89.94 92.07 

Tribas 92.99 91.16 89.63 91.77 89.33 

Radbas 92.07 92.68 90.85 91.46 90.55 
 

Table 8. Average classification accuracy for spambase 

dataset. 

Function 
Number of Hidden Neurons 

10 20 30 40 50 

Sin 69.38 74.95 76.69 78.51 80.56 

Sig 70.25 73.64 76.56 78.03 80.73 

Hardlim 61.11 62.03 65.77 65.03 64.72 

Tribas 65.99 73.73 77.69 79.25 81.3 

Radbas 69.86 73.38 76.99 79.82 80.21 
 

The above results shows that the highest accuracy achieved by 

ELM is 98.59% in iris dataset it show that it is good 

classifiers but for datasets like monk its performance not more 

that 60%. The performance graphs given bellow show the 

experimental summary for of ELM performance for different 

dataset 

 

 

Fig 7: Summary of simulation between number of neurons 

and accuracy result for different activation function on 

yeast dataset. 

 

Fig 8: Summary of simulation between number of neurons 

and accuracy result for different activation function on 

spambase dataset. 

 

Fig 9: Summary of simulation between number of neurons 

and accuracy result for different activation function on 

monk dataset. 

 

Fig 10: Summary of simulation between number of 

neurons and accuracy result for different activation 

function on iris dataset. 
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Fig 11: Summary of simulation between number of 

neurons and accuracy result for different activation 

function on ionosphere dataset. 

 

Fig 12: Summary of simulation between number of 

neurons and accuracy result for different activation 

function on diabetes dataset. 

 

Fig 13: Summary of simulation between number of 

neurons and accuracy result for different activation 

function on bupa dataset. 

The average testing accuracy is considered for the above 

results due to random accuracy percentage appeared on same 

dataset, same activation function and same number of hidden 

neurons. The following graphs represent the accuracy 

variations on different execution of ELM algorithm. The 

execution of code is perfomed for 10 times. The three dataset 

were selected to perform this accuracy variation test: Iris,  

Ionosphere and Bupa. The sigmoid (sig) activation function is 

used for the result on all three datasets. 

     

 

Fig 14: Graph between between testing accuracy and the 

10 itterations of the algorithm execution on Iris dataset. 

 

Fig 15: Graph between between testing accuracy and the 

10 itterations of the algorithm execution on Ionosphere 

dataset. 

 

Fig 16: Graph between between testing accuracy and the 

10 itterations of the algorithm execution on Bupa dataset. 

In exprimental result it is also observed that the reason of 

randomization for each itteration of ELM algorithm on same 

dataset with same number of hidden nuerons and activation 

function due to calculations of input weihgts and bias values 

are performed through random number generating function. It 

gives different accuracy pecentage for each itterations. The 

average training time take in training by the ELM is 0.0312 

seconds for spambase dataset which contain largest instances 

for classification among all selected dataset therefore ELM is 

a fast classifier.         

5. CONCLUSION 
In this paper the comparison of activation function is 

performed with respect to different dataset and variation in 

neurons of hidden layer. It has analyzed that by changing the 

number of neurons of hidden layer the accuracy of 

classification is changing. It was observed that in dataset like 
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bupa, diabetes and yeast had a better performance on 40 

neurons rather than 50 neurons. This yield that on increase in 

number of hidden neurons does not insures the accuracy of 

classifier. Another major factor of performance of classifier 

depends on activation function used for dataset result. This 

paper shows that not all activation function gives same result 

for any given dataset using same number of neurons. In a 

„yeast‟ dataset sigmoid and radial bias functions were 

providing better accuracy for 30, 40 and 50 number of 

neurons. But in case of iris dataset triangular bias function is 

providing better accuracy than other function. The 

performance of hard limiter function in most of the dataset is 

less as compare to other activation function. This is due to 

property of activation function. The curve of hard limiter is 

not smooth so the values produced by each output neurons 

have very less difference which provides very low accuracy in 

classification. The other factors like input weight, size of 

input and bias value effects the performance of classifiers. 

Input weight and bias value are random numbers generated at 

each simulation so the accuracy varies accordingly. In future 

ELM classifier can perform much better if some approaches 

of data preprocessing may be added. These approaches can be 

a calculation of input weights by given dataset instead of 

using random number generating functions or some 

manipulation of data available in given dataset so that large 

intervals among data can be created for instances of different 

classes. This may reduce the randomization and increase the 

classification accuracy percentage.    
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