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ABSTRACT                                                     
Resource provisioning and resource optimization are the key 

issues in cloud computing.  To balance the load in across 

virtual machine load balancing algorithms are classified into 

two categories i.e. static, dynamic. For homogeneous and 

stable environment we prefer static load balancing algorithms. 

For heterogeneous, dynamic environment we prefer dynamic 

load balancing algorithms.  Load balancing may take place in 

the public, private or hybrid cloud. In this paper, we focus on 

a load balancing policy i.e.  Closest data Center with different 

no of virtual machines. The evaluation metrics is the response 

time and data center processing time. Cloud Environment is 

simulated for the scenario of “Internet banking” of an 

international bank in simulation toolkit CloudAnalyst. Using 

these two evaluation metrics we identify that for real 

deployment of such customers application what should be a 

threshold value of key parameters which are supported by the 

Cluster of users across the Globe.  
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1. INTRODUCTION 
 In order to tolerate the high level of delay in distributed 

environment, we consider effective load balancing mechanism 

among the nodes.  In some cases it is necessary to replicate 

the data at the different node. In the case of full replication 

space complexity increases, while partial replication load 

balancing complexity increases in a distributed environment. 

Other parameters for public cloud are taken into 

consideration. In the case of Public, hybrid cloud accessibility 

model there is a distributed environment so the speed of 

network link among the node is also taken into consideration. 

So my goal is to develop the simplest load balancing 

algorithm to improve the performance in distributed 

environment.  In the case of static load balancing, we have 

prior knowledge about the capability of the node which 

includes storage, computing and network resources. Static 

algorithms are not adaptive in nature.  Round Robin algorithm 

is useful for scheduling cloud tasks, resources.  It is further 

improved in terms of CLBDM (central load balancing 

decision model).  In simple round robin, algorithm request is 

sent to the a node having least number of connections. While 

in the case of central load balancing decision model suggested 

by “Rado device”   i.e. a threshold value is set for connection 

time between client and cloud node.  If connection time is 

threshold value then the connection is terminated. “Junjie” 

proposed a load balancing algorithm for private cloud having 

limited accessibility.  In this load balancing algorithm, there is 

a mapping between a virtual and physical machine with the 

central controller and central resource monitor.  Only two 

attributes are taken into consideration i.e. node capability and 

network bandwidth.  Hence, it  is clear that we have to 

develop the  load balancing algorithm which will support the 

distributed environment[1]. 

Cloud computing is the provider of dynamic services using 

virtualized resources over the complex network of node.  

Today, researchers attempt to build scheduling polices which 

are applicable in cloud base application. Job scheduling is a 

most important task in cloud computing environment because 

the user has to pay for resources used based upon time. 

Efficient utilization of resources must be important for cloud 

users. Scheduling plays a vital role to get maximum benefit 

from the cloud resources. Job scheduling is one of the major 

activities performed in all the computing environments. A key 

goal of cloud computing is resource utilization, availability, 

reliability, resource optimization [2][3]. There are two main 

categories of the scheduling algorithm, Static scheduling 

algorithm and Dynamic scheduling algorithm. Both have their 

own advantage and limitation. The dynamic scheduling 

algorithm has higher performance than static algorithm but 

has a lot of overhead compared to it.  The main advantage of 

job scheduling algorithm is to achieve a high-performance 

computing and the best throughput i.e maximum number of 

tasks is executed in per unit time. Traditional job scheduling 

algorithms are not able to provide scheduling in the cloud 

environments. According to a simple categories, job 

scheduling algorithms in cloud computing can be categorized 

into two main class i.e. Heuristic scheduling algorithms 

(BMHA) which supports the batch mode processing of 

requests,  online mode heuristic algorithms. In BMHA, Jobs 

are queued and collected into a set when they arrive in the 

system. The scheduling algorithm will start to schedule the 

tasks on cloud environment using fixed time interval.  

2.   RELATED WORK 
In distributed environment we need to develop effective load 

balancing mechanism among the nodes for resource 

optimization.  Some time it is necessary to replicate the data at 

the different node. In the case of full replication space 

complexity increases, while partial replication load balancing 

complexity increases in a distributed environment.  So my 

goal is to develop the simplest load balancing algorithm to 

improve the performance in distributed environment.  In the 

case of static load balancing, we have prior knowledge about 

the capability of the node which includes storage, computing 

and network resources. static algorithms are not adaptive in 

nature.  Round Robin algorithm is useful for scheduling cloud 

tasks, resources.  It is further improved in terms of CLBDM 

(central load balancing decision model).  In simple round 

robin, algorithm request is sent to the node which is under 

loaded. While in the case of centralized load balancing load 

balancing decision model suggested by “Rado device”   i.e. a 

threshold value is set for connection time between client and 

server associated with data center.  If connection time is 
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threshold value then the connection is terminated. “Junjie” 

proposed a load balancing algorithm for private cloud having 

limited accessibility. In this load balancing algorithm, there is 

a mapping between a virtual and physical machine with the 

central controller and central resource monitor.  Only two 

attributes are taken into consideration i.e. node capability and 

network bandwidth.  Hence, it is clear that we have to develop 

the load balancing algorithm which will support the 

distributed environment. 

Cloud computing provides dynamic services using shared 

pool of virtualized resources across the globe with basic 

Internet facility. Today, researchers attempt to build job 

scheduling algorithms which are applicable  and applicable in 

Cloud Computing environment Job scheduling is a most 

important Task in cloud computing environment because user 

has to pay for resources used based upon time. Efficient 

utilization of resources must be important and for that 

scheduling plays an important role in resource optimization. 

Job scheduling take palce in all computing environments but 

here we focus on cloud environment.  A key goal of cloud 

computing is resource utilization, availability, reliability, 

resource optimization. 

There are two main categories of the scheduling algorithm.  

Static, Dynamic scheduling algorithm. Both types of 

scheduling depend on current state of the system. The 

dynamic scheduling algorithm provides the better 

performance than static algorithm.  The main advantage of job 

scheduling algorithm is to achieve a high-performance 

computing and the best system throughput with optimal 

resource utilization. Traditional job scheduling algorithms are 

not able to provide scheduling in the cloud computing 

environments. In simple way job scheduling algorithms used 

in cloud computing can be categorized into two main groups, 

Batch mode (BM) and online mode heuristic algorithms. In 

batch mode, Jobs are queued and collected into a set after 

arriving in a system. Examples of BMHA based algorithms 

are; First Come First Served scheduling algorithm (FCFS), 

Round Robin scheduling algorithm (RR), ACO(Ant colony 

optimization)[7][8]. First Come First Serve algorithm is 

simple and fast. In the round robin scheduling, processes are 

dispatched in a FIFO manner but are given a time-slice or a 

quantum. If a process does not complete before its time 

quantum then it is preempted and processor is allocated to the 

next process waiting in a queue. The preempted process is 

then placed at the back of the ready list [11][12]. Load 

balancing is a methodology to distribute workload across 

multiple computers, or other resources over the network links 

[10]. Load balancing achieves optimal resource utilization, 

maximize throughput. Automatic load balancing services 

allow clients to scale up and scale down the resources on 

demands. Load balancing serves two important needs, first to 

promote the availability of Cloud resources, second to 

promote performance [14].  Min-Min algorithm: This 

algorithm chooses small tasks to be executed firstly, which in 

turn large task delays for a long time.    Max – Min algorithm: 

This algorithm chooses large tasks to be executed firstly, 

which in turn small task delays for a long time. In most fit 

task scheduling algorithm task which is best fit in the queue 

are executed first. This algorithm has high failure ratio i.e. 

less preferred. In priority scheduling algorithm each process is 

assigned a priority, and priority is allowed to run. Equal-

Priority processes are scheduled in FCFS order. The shortest-

Job-First (SJF) algorithm is a special case of the general 

priority scheduling algorithm. An SJF algorithm is simply a 

priority algorithm in which longer the CPU burst, the lower 

the priority and vice versa. Priority can be defined either 

internally or externally. Internally defined priorities use some 

measurable quantities or qualities to compute priority of a 

process. 

3. CLOUDANALYST 
Cloud computing supports the features of utility base 

computing. It follows pay as you go model for service level 

agreement so before deployment of applications on the real 

cloud we need to test it on a simulation test bed.  For 

modeling and simulation of cloud computing environment, we 

need a simulation tool. Here we use CloudAnalyst toolkit for 

modeling simulation of scalable cloud computing 

environment. To support the infrastructure and application-

level requirements on-demand virtualization enabled 

resources, simulators are required. Few simulators like 

CloudSim[10] and CloudAnalyst[4][9] are available. 

CloudAnalyst has been used in this paper as a simulation tool. 

CloudAnalyst developed on CloudSim is a GUI-based 

simulation tool. CloudSim facilitates modeling, simulation 

and other experimentation at user codel level. CloudAnalyst 

uses the functionalities of CloudSim and it provides the 

Graphical user interface based simulation. It allows us to setup 

the parameters for different cloud configuration to study any 

research problem of the cloud. Based on the parameters the 

tool compute, the simulation result also shows them in 

graphical form[9].  

4. CASE STUDY 

4.1 Simulating The Scenario Of  “Internet 

Banking”  Of An International Bank 
For experimentation different scenarios are considered with 

the single data centre. All the requests generated from 

different userbase in single Data centre located in Region 0- 

N. America. 25, 50, 75 virtual machines are used for 

application with different service broker policy and same load 

balancing policy for application deployment.  Single Data 

centre DC1 uses one physical machine having no of 

processor=4 with time-shared policy for virtual machine 

allocation. Main configuration parameters are shown in table 

1 in section v [15]. In simulation setup for application 

advanced Configuration parameters includes user grouping 

factor= 1000, request grouping factor=100, executable 

instruction length per request=100 Byte and to balance the 

load across the virtual machine in a single data centre round 

robin policy is used.  

5. INPUT PARAMETERS FOR 

SIMULATION 
Table 1.  Main Configuration 

S. 

No. 

User 

Base 
Region 

Online user 

during peak 

hrs 

Online 

users 

during  off-

peak hrs 

1 UB1 
0- N. 

America 
4,70,000 80,000 

2 UB2 
1-S. 

America 
6,00000 1,10,000 

3 UB3 2-Europe 3,50000 65,000 

4 UB4 3-Asia 8,00000 1,25000 

5 UB5 4-Africa 1,25000 12,000 

6 UB6 5-Oceania 1,50000 30,500 

Above table 1 describes the main configuration for cloud 

configuration. The simulation setup has main configuration 

with Cluster level details in the perticular Geographic Region. 

A cluster of a node in the geogrphic region is known as the 
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UserBase. The parameters used in the main configuration are 

taken into consideration as a data set for Internet banking 

application of international bank [15]. Main configuration 

parameters cover the node associated along with geogrphic 

area of the entire world. The entire world is divided into 6 

continents. Basic features of Cloudsim based cloud simulator 

i.e. CloudAnalyst is used as a test bed [9] [10].  

Table 2.  Data Centre Configuration 

Name Region Arch. OS VMM 

DC1 
0- N. 

America 
X86 Linux Xen 

Above Table 2 shows the data center configuration which is 

located at Region-0 N. America.  Cloud main resource has 

following characteristics i.e. architecture, operating system 

used for guest machine and host machine inside server farm 

of associated data center.  To monitor the virtual machine the 

Xen virtual machine monitor is used for virtualization control. 

Table 3.  Physical Hardware details at data center DC1 

Id 

Mem

ory 

(MB) 

Stor-

age 

(MB) 

Availa

ble 

Band

width 

No  Of 

 

Proces

sor 

Proce

ssor 

speed 

VM 

Poli

cy 

0 2048 
102400

0 

10000

00 
4 

1000

0 

Tim

e 

shar

ed 

Above table 3 shows the details of each virtual machine at 

data center. In our research work, we use one physical 

machine with at data center DC1. Physical machine has 4 

processing element with time shared policy to allocate the 

virtual machine to hosts for task scheduling. Physical 

hardware is identified by unique id having specific storage, 

computing and network resources as shown in Table 3. 

Table 4.  Application deployment configuration 

Data 

centre 
No of  VM 

Image 

size 
Memory B.W. 

DC1 25,50,75 10000 512 1000 

Above Table 4 shows the configuration for deployment of the 

application. It includes virtual machine properties, i.e.  

Number of virtual machine associated data center etc. 

Table 5.  Advanced Configuration Parameters 

User 

grouping 

factor in 

userbases 

Request 

grouping 

factor in data 

center 

Executable 

instruction 

length per 

request (Byte) 

Load 

balancing 

policy 

across 

VM in a 

single 

data 

center 

1000 100 100 
Round 

Robin 

 

Above Table 5 shows the advance parameters associated with 

Datacenter, user base and instruction size.  It includes the 

number of simultaneous requests generated from a cluster of a 

node in different user base. These requests are processed by  

the data center located in Region-0. VM load balancer plays 

an important role to schedule the tasks using load balancing 

policy. A key objective of load balancing is resource 

optimization and removes the situation of overutilization and 

underutilization condition.  

6. SIMULATION RESULTS  
Table  6.  Simulation Results for three Cloud 

Configurations  

Cloud  

configur

ation 

Load 

Balanci

ng 

Policy 

Across 

VM’s 

in a 

Single 

Data 

Centre 

Service 

Broker  

policy 

 

Over 

all 

respons

e time: 

Avg. 

(ms) 

Data 

Center 

proces

sing 

Avg. 

(ms) 

Num

ber 

of 

VM 

1 

Round 

Robin 

Closest 

Data 

Center 

 

484.25 193.05 25 

2 

Optimiz

ed 

Respon

se Time 

484.43 193.14 50 

3 

Reconfi

gure 

Dynami

cally 

484.28 193.09 75 

From Table 1-5 we simply prepare for simulation by setting 

the parameters at infrastructure, platform and user level. Using 

prepared simulation setup we got the simulation results shown 

in Table 6 which shows the best policy  used by the service 

broker along with load balancing scenarios using 4 processing 

element with MIPS rating 10000. The processing power of 

physical hardware is allocated to different no of vm i.e. 25, 

50, 75 in three scenarios. Simulation results provide the best 

combination service broker and load balancing policy i.e. 

closest data center service broker policy with round robin load 

balancing policy. This scenario provides the minimum 

average response time and minimum average data center 

processing time. 

7. COMPARISION OF SIMULATION 

RESULTS IN CLOUD 

CONFIGURATION 

 

Fig 1: Comparison between Average Response Time and 

Cloud configuration with (Same load balancing policy 

round robin with three different service broker policies) 

484.1 
484.2 
484.3 
484.4 
484.5 

Cloud Config1 Cloud Config2 Cloud Config3 
Average 
Respons… 
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As shown in the above figure 1 it shows the best combination 

of service broker and load balancing policy with variable 

number of virtual machine.  We can say that for real 

deployment of such an application these polices pair can 

provide the optimal solution. Evaluation metrics in figure 1 is 

the average response time. Cloud configuration 1 provides the 

best result i.e. closest data center service broker policy is the 

first choice with same load balancing policies in three 

scenarios. The second choice will be cloud configuration 3 

which is corresponding to the reconfiguration dynamically. 

We know that broker acts as a mediator between CIS and 

cloud user so broker policy plays an important role along with 

load balancing policy at advance configuration level. 

 

 

Fig 2: Comparison between Average Data center 

processing time Time and Cloud configurations with 

(Same load balancing policy round robin with three 

different service broker policies) 

As shown in the above figure 1 it shows the comparison 

between average data center processing time to process the 

request coming from different userbase node in different 

continent.  Cloud configuration1 provides the consistent 

results for real cloud deployment. Cloud configuration 1 will 

be our first choice of optimal solution in real deployment. 

Cloud configuration 1, 2, 3 follows the same load balancing 

policy with different broker policies. Using simulation results 

we can assure the good quality of service for service level 

satisfaction of cloud user and resource optimization with 

minimizing cost paid for cloud resources. 

8. CONCLUSION 
In this paper performance of three existing service broker 

policies is studied with same load balancing policy for three 

cloud configurations. The results evaluate  are based on 

existing round robin load balancing algorithm, experimental 

result conclude that if we increase the number of  virtual 

machines in a single data center we found best evaluation 

metrics i.e. overall average response time and average data 

center processing time. Service broker policy i.e. closest data 

center, based on the above results we also conclude that 

Round Robin VM load balancing algorithm is best among 

others in cloud configuration 1 with different service broker 

policy. It provides the best clue about the combination of 

parameters across main, data center and advanced 

configuration. There is some future scope of this research idea 

i.e. for real cloud setup we can utilize the simulation results. 

Broker acts as a mediator between cloud service provider and 

end user. Simulation results will be helpful for real 

deployment of application with resource optimization and cost 

minimization. 
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