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ABSTRACT 

Anomaly detection is one of the major requirements of the 

current age that witnesses a huge increase in online 

transactions. Data imbalance also poses a huge challenge in 

the detection process. This paper presents a hybrid 

metaheuristic algorithm that performs effective anomaly 

detection on highly imbalanced data. Particle Swarm 

Optimization is used as the operating algorithm. This 

algorithm is hybridized by modifying the probabilistic 

selection using Simulated Annealing. A comparison study was 

carried out and it was observed that the simulated annealing 

based PSO showed much prominence when operated on both 

dominant and submissive data.   
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1. INTRODUCTION 
Increase in e-commerce and the ease of online transactions 

and payments has led to an exponential increase in the number 

of people opting for online purchases. This has automatically 

led to an increase in the number of fraudsters trying to exploit 

the transparence involved in online transactions. The security 

of online transactions clearly lag behind when compared to 

the increase in growth of the users. It was identified by the 

European Central Bank (ECB) that the value of credit card 

frauds increased by 14.8% in 2012 [1]. Due to the flexibility 

provided in ‘card-not-present’ transactions, this area has 

grabbed the attention of the fraudsters. Anomaly detection is 

one of the major requirements in the financial sector due to 

the increase in the number of online financial transactions 

worldwide. This work focuses on automatically detecting 

online fraudulent transactions with an increased awareness 

towards the imbalance nature of the data. A major 

disadvantage when dealing with online transactions is the 

imbalanced nature of the transactions. When one class in a 

data set dominates the other classes with a huge ratio 

difference of 1:10, 1:100 or in most online transactions, it is 

of the form 1:1 million, the dataset is said to be imbalanced. 

The imbalance nature acts as a huge downside by providing 

better training to the majority classes and very low training to 

the minority classes. This makes the classifier biased towards 

the majority classes. Since credit card transactions are of this 

form, it becomes mandatory for the anomaly detection 

algorithm to handle imbalance effectively to improve the 

accuracy and reliability of the algorithm.  

2. RELATED WORKS 
Credit card fraud detection technique, being a mature 

technique has several contributions to its credit. This section 

discusses some of the most prominent and recent techniques 

in this area. 

A credit card fraud detection mechanism that performs the 

process of fraud detection using several intrinsic features from 

the characteristics of incoming transactions is presented in [2]. 

This technique uses customer’s behavior patterns such as 

recency, frequency and monetary properties to predict frauds. 

Further, several network based features are used to derive a 

time-dependent suspiciousness score for a transaction to 

identify its legitimacy. Other unsupervised techniques that 

work on the basis of customer’s spending history are [3-6]. A 

clustering based spending behavior analysis is presented in [3] 

that raises an alarm when a transaction does not fit into the 

normal cluster group. Another peer group method is described 

in [4] that identifies anomalies based on the grouping 

behavior of transactions. Self-organizing maps is another 

grouping strategy used in [5, 6].  Artificial Neural Networks 

(ANN) being one of the mostly used machine learning 

techniques, is one of the most suitable mechanisms for 

identifying anomalies. This area has witnesses a huge 

contribution towards anomaly detection [7-13, 21]. Several 

ensemble methods that work well in such applications include 

random forests [14], SVM [15] genetic algorithms [16] and 

hidden Markov models [17]. 

A Modified Fischer Discriminant Analysis based anomaly 

detection method is presented in [18]. This method claims to 

be the first under its category, this method modifies the 

Fischer Discriminant function to provide more emphasis to 

the minor classes, hence reduce the number of false positives. 

An Artificial Immune System (AIS) based fraud detection 

model is presented in [19] that utilizes the concept of AIS to 

identify fraudulent transactions. An ensemble based classifier 

that utilizes the results of several methods to identify 

fraudulent transactions is presented in [20]. Though several 

other methods exist for identifying fraudulent transactions in 

credit card data, most of them do not consider imbalance as a 

property in the detection process, and methods considering 

imbalance tend to exhibit high algorithm complexities. This 

paper is presented in order to overcome all these problems to 

provide a fast and reliable detection scheme. 
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Fig 1: Anomaly Detection – Architecture 

3. SYSTEM ARCHITECTURE 
The architecture in Figure shows the process of anomaly 

detection in credit cards transactions. The process begins by 

preprocessing the bank data to identify for missing values. 

These values are eliminated and the search space is built using 

the transaction data. Particles are distributed in this search 

space and movements are triggered according to the 

conventional rules of PSO. After completing an iteration, the 

global best values are crosschecked with the current particle 

best values and the values exhibiting the minimum distance 

are considered as the current global best values. This process 

is repeated until time elapse or until the best solution is 

obtained. The final global best values are considered as the 

final solutions. 

4. ENHANCED ANOMALY 

DETECTION IN IMBALANCED 

CREDIT CARD TRANSACTIONS 

USING HYBRID PSO 
Enhanced anomaly detection in imbalanced credit card data 

uses a modified form of PSO to provide better and effective 

predictions. Bank transactions are machine generated and 

hence tends to contain missing values. The initial 

preprocessing phase analyzes the data to eliminate all the 

inconsistencies. This phase generates data that is in a usable 

format for PSO. The search space of PSO comprises of this 

data. Every tuple in the data is described as a dimension in 

PSO.  

The next process is the initialization of particles in the search 

space. The number of particles selected in the search space 

acts as the test data to identify the accuracy of the algorithm in 

place. Hence the number of particles is set to 25% of the total 

data contained in the search space. A uniform random 

function is used to initialize the particle to its corresponding 

node in the search space. Every particle is assigned to a 

different node. Hence a single pass of all the particles in the 

search space will provide a complete result set which is then 

fine-tuned to obtain the final results. The initial velocity of the 

particle is calculated at this phase, to aid in the acceleration. 

                            (1) 

where Vi  is the velocity, bup and blo are the upper and lower 

bounds of the search space respectively. 

At this point, the particle best (pbest) and global best (gbest) 

values are calculated. Using the initial velocity obtained from 

equation (1) particle acceleration is triggered and the particles 

shift from the current position to the new position represented 

by Xi,d. The new pbest and gbest values can be calculated 

using 

                                         (2)               

Where Pi,d and gd are the parameter best and the global best 

values,  rp and rg are the random numbers, Xi,d is the value of 

current particle position and the parameters ω, φp, and φg are 

selected by the user. PSO operates on continuous domain, but 

the current problem demands a discrete nature of working, 

hence the current points are discretized using the following 

function, 

                     
  

     
             

                               (3)  

Where Pik refers to the particle i’s current location 

corresponding to dimension k, Njk refers to the kth dimension 

of node Ni. 

This process is continued for a specific time interval or until a 

defined stagnation behaviour. The current approach sets a 

maximum number of iterations as the stopping criteria. When 

the stopping criteria is reached, the final gbest value is 
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obtained by passing all the pbest values and the current gbest 

value to the Simulated Annealing module. This module 

identifies the current gbest value from the set, which is 

considered as the final result. Final results are cross 

referenced with the ideal results to obtain the accuracy of the 

system. 

 

 

 

Fig 2: Accuracy 

5. RESULTS AND DISCUSSION 
Experiments were conducted on the credit card fraud 

detection dataset from a Brazilian Bank [19] with an 

imbalance level of 25. The data was processes using 

Simulated Annealing based PSO (PSOSA) and the results 

obtained were compared with the previous approach of the 

authors, HPSO. Fig 2 presents the accuracy levels obtained by 

HPSO and PSOSA and it was observed that PSO SA 

exhibited better accuracy when compared to HPSO. 

 

Fig 3: Dominant Data Prediction ( HPSO) 
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Fig 4: Submissive Data Prediction(HPSO)   

Figures 3 and 4 represents the level of dominant and 

submissive data predicted by HPSO. It was observed that 

HPSO exhibits better prediction rates in dominant data rather 

than submissive data.  

 

 

 

 

 

 

 

 

 

 

 

Fig 5: Dominant Data Prediction (PSO SA) 

 

Fig 6: Submissive Data Prediction (PSO SA)  
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Figures 5 and 6 show the prediction rates of PSOSA on 

dominant and submissive data. It could be observed that 

PSOSA exhibits almost similar prediction rates when it comes 

to both dominant and submissive data. 

6. CONCLUSION 
The major concern in any online transaction remains to be the 

occurrence of fraud. Hence anomaly detection has become 

one of the major necessities for any system handling online 

financial transactions. The current approach presents a hybrid 

PSO based technique for identifying anomalies in credit card 

transactions. Regular PSO is modified by replacing its local 

search mechanism with simulated annealing. Limitations of 

this approach is that the mechanism requires missing valued 

entries be eliminated. Handling missing values is not 

supported, as every dimension requires its corresponding data 

to be available for the particles to navigate through them 

effectively. Future directions include enhancing this 

mechanism using parallel techniques to improve the 

processing speed. 
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