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ABSTRACT 
This paper presents scale invariant static hand postures 

detection methods using extended HLAC features 

extractedfrom Log-Polar images. Scale changes of a 

handposture in an image are represented as shift in Log-Polar 

image. Robustness of the method is achieved through 

extracting spectral features from theeach row of the Log-Polar 

image. Linear Discriminant Analysis was used to combine 

features with simple classification methods in order to realize 

scale invariant hand postures detection and classification.The 

method was successful tested by performing experiment using 

NSU hand posture dataset images which consists 10 classes of 

postures, 24 samples of images per class, which are captured 

by the position and size of the hand within the image frame. 

The results showed that the detection rate using Extended-

HLAC can averaged reach 94.63% higher than using HLAC 

features on a Intel Core i5-4590 CPU running at 3.3 GHz. 

General Terms 

Scale invariant, HLAC features, log polar image, hand 

posture, linear discriminant analysis, posture detection, 

posture classification. 

Keywords 

Scale invariant, log polar image, posture detection, posture 

classification. 

1. INTRODUCTION 
Hand-gesture-based methods stand out from other approaches 

by providing a natural way of interaction and communication 

[1]. Ong and Ranganath [2] presented a thorough review on 

hand gesture analysis in relation to the problem associated 

with it. The hand gesture recognition are based on the hand 

shape (static gesture) or the movement of the hand (dynamic 

gesture).Various methods using basic features such as gray-

level histograms, Fourier features and Gabor features have 

been proposed in the last few decades as an improvement to 

the static hand-gestures recognition analysis. Among them, 

we specifically address extended higher order local 

autocorrelation (HLAC) features [11] to hand gestures 

recognition. Higher-Order Local Autocorrelation features [3] 

have got many advantages for their wide availability to image 

analysis. They have performed very well in face 

recognition [4] and [5], natural object recognition [6], and 

gesture recognition [7].  

In order to avoid the effect of changes in position of hands, 

hand-gesture recognition is divided into two stages; detection 

and classification. Usually hand‟s position is searched in 

detection stage and then the hand centered at that position is 

easily classified into classification stage. 

Robustness of hand detection is very crucial toward changes 

of scale since the size of hands are not similar in all the 

images. This methods was clearly described in the face 

detection methods [8] [9] [10]the scale changes of the face is 

coped with by changing the size of the image itself. Therefore 

this work use the same method successful in hands detection. 

2. SCALE INVARIANT FEATURES 
Based on the simplest models of space variant sensor that is 

Log-polar transformation [13], the input image is given higher 

weight at the central region rather than the peripheral region. 

Therefore, log-polar image is the best for target recognition 

since peripheral region contains mostly background 

information. Furthermore, scale changes and rotations of a 

target are represented as shifts in the log-polar image if the 

center of the target is fixed at the center of the image. It 

implies that we can get scale and rotation invariant features by 

extracting shift invariant features from log-polar images. Prior 

to this work, based on these properties [13] they proposed 

scale and rotation invariant features which are based on 

Higher-order Local AutoCorrelation (HLAC).Therefore, we 

used the same properties to proposed scale and rotation 

invariant based on Extended Higher-order Local 

AutoCorrelation. 

2.1 Log polar transformation 
Log-polar image can be constructed by transformation of 

Cartesian coordinates to polar coordinates. Input image is 

generally represented as a collection of pixel points on the 

Cartesian coordinate. Consider point (x,y)on the cartesian 

coordinate is transformed into point on the polar coordinate. 

Then the point in polar coordinate is transformed into the 

point (z=log (𝜌), 𝜃) on the log-polar coordinate. 

 

Figure1. Transformation from Cartesian coordinate to 

Log-polar coordinate. 

2.2 Extended HLAC features 
The N th-order autocorrelation functions, extensions of 

autocorrelation functions, are defined as 𝑥(𝑎1,𝑎2,……..𝑎𝑁)=
( 𝑓 𝑟 + 𝑓 𝑟 + 𝑎1 …… . . 𝑓(𝑟 + 𝑎𝑁)) 

Where 𝑓 𝑟  denotes the intensity at the observing pixel r, 

and𝑎1,𝑎2,……..𝑎𝑁areN displacements.  
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The extension of HLAC features was presented by T. Tayoda 

and O.Hasegawa [11]. They extend the original HLAC 

features which were restricted up to the second order and are 

extracted by 25 mask patterns. Advantages of Extended-

HLAC features over others are such as they increase orders up 

to eight and extract the HLAC features using 223 mask 

patterns. Furthermore, they create large mask patterns and 

construct multi-resolution features to support large 

displacement regions. Therefore, images are more closely 

characterized using various mask patterns. 

 

Figure 2. 223 mask pattern of the zeroth-order to eighth-

order HLAC features (3 × 3 pixels) 

The Extended HLAC feature values of an image are 

calculated by scanning the image with the 223 mask patterns 

in Fig. 1 and computing the sums of products of the intensities 

of corresponding pixels. Each value represents the power 

spectrum of the mask pattern. Therefore, the 223 mask 

patterns are regarded as the basis functions of frequency 

analysis.  

It is well known that Extended HLAC features are shift 

invariant. This means that scale and rotation invariant features 

can be obtained by extracting shift invariant features from 

Log-Polar image along horizontal axis. The features of a 3×3 

displacement region mainly extract the local detailed 

information. Then each mask pattern in Fig.1 is scanned over 

the entire image to calculate HLAC feature value f. For each 

input image, the operation is performed using 223 different 

mask patterns to create the feature vector (f1, f2,…, f223) in 

which f1denotes the total length of polygon boundary. With 

the total area of a gesture pattern as another feature f0, 

combining with the 223 dimensional HLAC based feature 

vector (f1, f2,…, f223), we create a 223 dimensional feature 

vector (f0, f1, f2,…, f223) for image contains one gestures. 

2.2.1 Feature extraction 
By using auto-covariance of the input signal x(t) is define as 

𝑅 𝑠 =
1

𝑁
 (𝑥 𝑡 − 𝑥 

𝑁−1

𝑡=0

)(𝑥 𝑡 + 𝑠 − 𝑥 ) 

Where x(t) depends on only the difference.The autocorrelation 

ρ(s) of signal x(t) is defined by 

−1 ≤ 𝜌(𝑠) =
𝑅(𝑠)

𝑅(𝑜)
≤ 1 

At s=0, autocorrelation is maximum and becomes robust to 

scaling of the signal because it is normalized by the variance 

R(0). It implies that features based on the autocorrelation are 

robust to the scale changes of the intensities. 

 

Figure 3. Extended-HLAC Features 

3. HAND GESTURE RECOGNITION 
The extracted features from a Log-Polar image are general 

and primitive and are independent on the recognition task. We 

expect that these features have enough information to 

distinguish hand gestures. In order to perform recognition task 

are formed by combining these features by using Linear 

Discriminant Analysis (LDA). For detection task, we have to 

design a classifier which can classify “hand” and “not hand”. 

We expect that “hand” class to have only hand images which 

includes all hand gesture images such as but “not hand” class 

includes many kinds of images except hand images. It is 

difficult to recognize “not hand” class as a single cluster in the 

feature space. Thus, by modifying the discriminant criterion 

such that the covariance of “hand” class is minimized while 

the covariance between “hand” class and each of the learning 

samples in “not hand” class is maximized. 

 

Figure 4. The flow of hand posture detection method 

𝑪𝑯 = {𝑿𝑯𝑭𝒊/i=1,…….𝑵𝑯} 

𝑪𝑵𝑯 = {𝑿𝑵𝑯𝒊/i=1,…….𝑵𝑵𝑯} 

Where CHis the number of hand image samples and CNH is the 

number of images with no hands. Then XH represents mean 

vectors of Hands class, CH. 

𝑿𝑯 =
𝟏

𝑵𝑯
 𝑿𝑯𝒊

𝟏

𝒊

 

The covariance matrix (ΣH) of “Hand” class and the 

covariance matrix (ΣC) between the mean vector of “hand” 

classand each samples of “not hand” class are given by 

 =
𝟏

𝑵𝑯
𝑿𝑯𝒊𝑿𝑯𝒊

𝑻 − 𝑿𝑯𝒊
     

𝑯
𝑿𝑯𝒊
     𝑻 

 =
𝟏

𝑵𝑵𝑯
 (𝑿𝑯𝑵𝒊 − 𝑿𝑯𝒊

     )(𝑿𝑯𝑵𝒊 − 𝑿𝑯𝒊
     )𝑻

𝑵𝑵𝑯

𝒌
𝑪
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New features y = (y1, · · ·, yL)Tare obtained by linear 

combination of primitive features x = (x1, · · ·, xM)T as                

y = A
T
xwhereA = [aij] is a coefficients matrix, L is the 

number of new features, and M is the number of primitive 

features. Next step, we use discriminant criterion (J) to 

construct discriminant space in which the covariance of “face” 

class is minimized and the covariancebetween the mean 

vector of “face” class and each samples of “not face” class is 

maximized. 

𝐽 =   
𝐶

−1

𝐻
 

The optimal coefficient A, which maximizes this discriminant 

criterion J, is obtained by solving the eigen-value problem 

ATΣHA=I 

Learning samples are used to construct discriminant space for 

„Hand‟ and „not hand‟ classification. If we have less distance 

for the mean vector of „Hand‟ from a given threshold, then 

that position is classified as „hand‟. In this classification, hand 

detection depends much on threshold value. The optimal 

value of threshold can be determined by using the following 

two probabilities; 

 𝑖       𝑃𝐻 = 1 −
𝑛𝐻

𝑁𝐻
 

Where 𝑃𝐻  is a probability in which the samples of “hand” 

class aremiss-classified as “not hand”,𝑛𝐻is the number of the 

samples of “face” class which has a value less than 

thethreshold and 𝑁𝐻is the total number of samples of “face” 

class. 

 

 𝑖𝑖        𝑃𝑁𝐻 = 1 −
𝑛𝑁𝐻

𝑁𝑁𝐻
 

𝑤ℎ𝑒𝑟𝑒 𝑃𝑁𝐻  Is the probability in which thesamples of “not 

hand” class are miss-classified as “hand”,𝑛𝑁𝐻 is the number of 

the sample of “not hand” classwhich has a value less than the 

threshold and 𝑁𝑁𝐻 is the total number of samples of the “not 

hand” class. 

As thethreshold is increasing from zero to infinity, two 

probabilities may change depending on the threshold. Since 

thesetwo probabilities are error probabilities, we would like to 

minimize both of these probabilities. Thus we can selectthe 

optimal threshold in which the sum of the two probabilities is 

minimized. 

4. EXPERIMENT 
In following experiment, we use NSU hand posture dataset I 

[14] which consists 10 classes of postures, 24 samples of 

images per class, which are captured by the position and size 

of the hand within the image frame. Also, we performed the 

experiment to evaluate the robustness to the scale changes of 

the hand postures using NSU hand posture dataset II [15] 

which include images with only background, Hand postures 

with other noise such as books, chair, clothes, and other parts 

of human body. Some of the images from the two dataset with 

hand postures without background noise and with background 

noise images and their Log-Polar image are shown in Figure 

5.It was discoveredthat Log-Polar image is robust to the scale 

changes of hand palm and background changes.  

We have performed the experiment to evaluate the 

performance of the hand posture detection method using 

HLAC features, Fourier power spectrum features and 

Extended-HLAC features. The 200 images are selected 

atrandom from the dataset of the class contains hand posture 

images. The correct position of the “hand” is measured in 

advance for all ofthe selected images. These selected images 

are used to evaluate the performance of the posture detection. 

Precision of the static hand posture detection, it can be 

investigated by evaluating the correct rate by changing the 

permission distance between the detected position and the 

correct position. Table 2 shows the correct detection rates 

when the permission distance is changed from 0.0 to 5.0.  

 

 

 

Figure5 (a). The examples of hand-gesture images without 

background noise and their Log-polar images. 
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Figure 5(b).The examples of hand-gesture images with 

background noise and their Log-Polar images. 

5. RESULTS AND DISCUSSION 
Below are some of results obtained by using a proposed 

method. It has been tested and showed great performance with 

images of different background, noise in background and 

other parts of human body. 

 

 

 

 

 

 

Table 1. The performance of hand-posture detection 

method for 200 images 

 

It was found that the recognition rates of the proposed method 

is higher than the previous method based on Extended-HLAC 

features. This means that the proposed method is improved by 

dropping the 2D rotation invariance. The changes of the 

resolution axis is less influenced to the recognition rate. 

6. CONCLUSION 
We proposed scale invariant static hand-postures detection 

methods using extended higher-order local autocorrelation 

features extractedfrom Log-Polar images. We increased their 

orders up to eight and represented the extended HLAC 

features with 223 mask patterns. By this extension, the image 

is characterized more closely than conventional second-order 

features. In hand posture detection, the proposed method 

demonstrated high detection rate of 98.38% which far better 

than previous methods. 

The proposed method is good for practical applications 

because its features are computed rapidly. In future, its speed 

can be enhanced further by implementation of the vision chip.

 Gesture detected 

HLAC 180/200 

Fourier Power Spectrum 192/200 

Extended-HLAC (Our 

work) 

197/200 
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Table 2. Recognition rate according to different resolution 

 32X32 64X64 128X128 256X256 

Extended-HLAC(our work) 97.20% 98.31% 98.45% 99.56% 

Fourier Power Spectrum 96.1% 97.24% 98.20 98.57% 

HLAC 77.88% 79.45% 83.23% 85.21% 
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