
International Journal of Computer Applications (0975 – 8887) 

Volume 135 – No.8, February 2016 

10 

An improved NAS-RIF Algorithm based on Wavelet 

Packet

Wael M. Khedr 

Zagazig University of Science, 
Zagazig, Egypt 

 
 

Mohamed S. Sawah 

Computer Science Instructor at  
Science Valley Academy, 

Cairo, Egypt 
 

 

ABSTRACT 

Image restoration is widely applied in many areas. When 

operating on images with different scales for the 

representation of pixel intensity levels or low SNR, the 

traditional restoration algorithm lacks validity and induces 

noise amplification, ringing artifacts and poor convergent 

ability. In this paper, an improved NAS-RIF algorithm is 

proposed to overcome the shortcomings of the traditional 

algorithm. The improved algorithm proposes a solution for 

blurred with noise image by constrained maximization of 

some of the detail wavelet packet energies. This algorithm 

gives enhancement with the sharpness of the deconvolved 

images.  In determining the support region, a pre-

segmentation is used to form it close to the object in the 

image, Moreover, as compared with the traditional algorithm. 

Simulations show that the improved algorithm behaves a 

better convergence, noise resistance and provides a better 

estimate of the original image. 

Keywords 

Blurred image, NAS-RIF algorithm, Image Restoration, Point 

Spread Function (PSF), Conjugate Gradient (CG), Peak 
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1.  INTRODUCTION 
In many imaging applications, the degradation of the true 

image can be modeled as the model consists of the observed 

image 𝒈(𝒙, 𝒚),True image 𝒇(𝒙, 𝒚), And noise 𝒈(𝒙, 𝒚)that is 

coupled linearly; therefore, the problem of recovering 

𝒇(𝒙, 𝒚) from 𝒈(𝒙, 𝒚) is referred to as the liner image 

restoration problem. The existing linear image restoration 

algorithms assume that the PSF is known a priori and attempt 

to invert it and reduce noise by using varying amounts of 

information about the PSF, true image, and noise statistics [1]. 

In many situations, however, the PSF is unknown, and little 

can be assumed about the original image.  Therefore, the 

majority of existing linear image restoration techniques are 

not applicable for solving this type of problem. The process of 

simultaneously estimating the PSF (or its inverse) and 

restoring an unknown image using partial or noinformation 

about the imaging system is known as blind image restoration 

[4]. 

For the linear degradation model, where the noise term 

𝑛(𝑥, 𝑦) is neglected, it is specifically referred to as blind 

deconvolution [5] there exist several motivating factors for the 

use of blind deconvolution in image processing applications. 

In many situations, it is difficult to accurately measure the 

degradation using calibration or on-line identification 

techniques; in addition, it is  Costly, dangerous, or physically 

impossible to obtain a priori information about the scene to be 

imaged. For example, in remote sensing and space imaging, 

fluctuations in the PSF are difficult to characterize as a 

random process, and there is difficulty in statistically 

modeling the original image [2]. 

In practice, some a priori information is required to restore the 

image successfully. The partial information available is 

specific to each imaging application; therefore, many diverse 

techniques for blind deconvolution of images have been 

proposed. The challenge is to design a method that exhibits 

the most appropriate compromise among computational 

complexity, reliability, and robustness to noise.  NAS-RIF 

algorithm [4] is applied on blurred image without noise 

through determine the support non-negative region, a pre-

segmentation to close to the object in the image. We improve 

this algorithm to restore true image from the blurred noisy 

image.  We provide a wavelet packet detail over the 

traditional NAS-RIF algorithm to enhance with the sharpness 

of the deconvolved image and update the direction parameter 

of conjugate gradient method. The only information required 

for restoration is the non-negativity of the true image and 

support size of the original object. The restoration procedure 

involves recursive filtering of the blurred image to minimize a 

convex cost function. 

The traditional NAS-RIF algorithm is proposed in section 2. 

Our contributions of this paper are developed by NAS-RIF 

algorithm for the restoration of linearly degraded images in 

section 3.  The proposed technique is applied to applications 

in which an object of finite extent is imaged against a uniform 

black or white background. The edges of the object are 

assumed to be completely or almost completely included 

within the observed frame. This often occurs in some types of 

astronomical imaging, medical imaging, among others. The 

advantage of the proposed technique over existing methods is 

that convergence to the feasible set of solutions is guaranteed 

with high performance PSNR. 

2. NAS-RIF ALGORITHM 
The proposed method is referred to as the non-negativity and 

support constraints recursive inverse filtering (NAS-RIF) 

algorithm. The blurred image 𝒈(𝒙, 𝒚)is input to a 2-D variable 

coefficient FIR filter  𝒖(𝒙, 𝒚) whose output represents an 

estimate of the true image dented 𝑓^(𝑥, 𝑦)  .This estimate 

passes through a non-linear constraint process that uses a non-

expansive mapping to project the estimated image into the 

space representing the known characteristics of the true 

image. The difference between the projected image𝑓^
𝑁𝐿

(𝑥, 𝑦) 

and 𝑓^(𝑥, 𝑦)  is used as an error signal to update the 

coefficients of filter 𝒖 𝒙, 𝒚 Fig. 2 gives an overview of the 

method. For the NAS-RIF algorithm, the image is assumed to 

be non-negative with known support; therefore, 

𝑓^
𝑁𝐿

(𝑥, 𝑦) represents the projection of the estimated image 

onto the set of images that are non-negative with given finite 

support. This requires replacing the negative pixel values 

within the region of support with zero and pixel values outside 

the region of support with the background gray-level 

value𝐿𝐵.The problem is formulated by (1), 
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𝑔 𝑥, 𝑦 = 𝑓 𝑥, 𝑦 ∗  𝑥, 𝑦 + 𝑛 𝑥, 𝑦           (𝟏) 

                                                     

Where: 𝒈(𝒙, 𝒚) Is blurred image, 𝒇(𝒙, 𝒚) True image, 

𝒉(𝒙, 𝒚)represents Point spread function (PSF), and 𝒏(𝒙, 𝒚)Is 

an additive noise. The ‘*’ is discrete (2-D) linear convolution 

operator. 

The objective of blind image deconvolution is to construct a 

reliable estimate of the imaged scene from a blurred version. 

     In this paper, NAS-RIF constraints about the imaging 

process, the true image, and the PSF. 

1) The degradation is described by the linear model of (1). 

2) Imaging is performed such that the object is entirely 

encompassed by the observed frame. 

3) The background of the image is uniformly gray, black, or 

white. 

4) The true image is nonnegative, and its support is known a 

priori; the support is defined to be  

The smallest rectangle encompassing the object of interest 

(Fig. 2 illustrates the region of  

Support). 

5) The true image and PSF are irreducible; the term 

irreducible refers to a signal that cannot be  

Expressed as the convolution of two or more component 

images of finite support on the  

Understanding that the delta function is not a component 

image. 

6) The inverse of the PSF exists, and both the PSF and its 

inverse are absolutely assumable that  

Is,                  

   (𝑥, 𝑦) < ∞
∞

𝑦=−∞

∞

𝑥=−∞
 

 

And                               

   −1  (𝑥, 𝑦) < ∞
∞

𝑦=−∞

∞

𝑥=−∞
 

 

7) In the situation where the background of the image is black, 

the sum of all PSF pixels is  

Assumed to be positive, which occurs in almost all image 

processing applications. 

The cost function used in the restoration procedure is defined 

as 

𝐽 =  [𝑓^
𝑁𝐿

 𝑥, 𝑦 − 𝑓^(𝑥, 𝑦)]2       (2)∀(𝑥 ,𝑦)

 

 

Where  

                             

𝑓 𝑁𝐿 𝑥, 𝑦 

=   

𝑓  𝑥, 𝑦                𝑖𝑓 𝑓  𝑥, 𝑦 ≥ 0 𝑎𝑛𝑑  𝑥, 𝑦 𝜖 𝐷𝑠𝑢𝑝

0                       𝑖𝑓 𝑓  𝑥, 𝑦 < 0 𝑎𝑛𝑑  𝑥, 𝑦  𝜖 𝐷𝑠𝑢𝑝

𝐿𝐵                   𝑖𝑓 𝑓  𝑥, 𝑦  ∈ 0 𝑎𝑛𝑑  𝑥, 𝑦  𝜖 𝐷 𝑠𝑢𝑝

 (3)  

 

Using (4), (3) reduces to  

                  

    𝐽 =   𝑓 2 𝑥, 𝑦  
1 − 𝑠𝑔𝑛( 𝑓  𝑥, 𝑦 )

2
 

 𝑥 ,𝑦 ∈ 𝐷𝑠𝑢𝑝

 

+      𝑓  𝑥, 𝑦 −  𝐿𝐵 
2

 𝑥 ,𝑦 ∈ 𝐷 𝑠𝑢𝑝

(4) 

 

Where the definition of sign (.) 

 

𝑠𝑔𝑛 𝑓 =   
1        𝑖𝑓 𝑓 ≥ 0
−1      𝑖𝑓 𝑓 < 0 

             (5) 

𝐷𝑠𝑢𝑝 is the set of all pixels inside the region of support, 

and𝐷 𝑠𝑢𝑝  Is the set of all pixels outside the region of support. 

As we can see, for situations in which the background is 

black 𝐿𝐵 , The parameter sets  𝑢(𝑥, 𝑦) = 0 for 

all(𝑥, 𝑦)globally minimizes 𝐽 . This results in a restored 

image𝑓  𝑥, 𝑦 = 0 for all 𝑥, 𝑦 , Which is the all black solution. 

To avoid this trivial solution, we make use of above constraint 

7, which states that the sum of all the PSF coefficients is 

positive, i.e., 

  𝑥, 𝑦 =  𝑆 > 0

∀ (𝑥 ,𝑦)

                   (6) 

Using the fact that the 2-D discrete-time Fourier transform 

of 𝑥, 𝑦 isgiven by 

𝐻 0 =   𝑥, 𝑦 ∀ (𝑥 ,𝑦)                   (7) 

We can deduce that  

𝐻 0 = 𝑆   > 0                                 (8) 

Taking the reciprocal of both sides and 

𝑖𝑛𝑣 (𝑥, 𝑦)and  𝐻𝑖𝑛𝑣 (𝑤)be the spatial and Fourier transform 

functions of the ideal inverse of  𝑥, 𝑦  ,respectively, we see 

that 

𝐻𝑖𝑛𝑣  0 =
1

𝐻(0)
=

1

𝑆   
                         (9) 

Or, effectively 

 𝑖𝑛𝑣  𝑥, 𝑦 =  
1

𝑆
> 0                 (10)

∀  𝑥 ,𝑦 

 

Thus, we can deduce that the sum of the pixels of the inverse 

PSF is also positive. We can use this fact to constrain the 

parameters {𝑢 𝑥, 𝑦 } from the trivial all-zero solution. Since 

our goal is to obtain a positive scaled version of the ideal 

image 𝑓 𝑥, 𝑦 ,we can constrain the sum of all the filter 

coefficients𝑢 𝑥, 𝑦  to be any positive constant to meet this 

objective. In this paper, we choose𝑆 = 1 so that we have the 

following constraint on our FIR filter coefficients: 

 𝑢 𝑥, 𝑦 =  1.                 (11)

∀  𝑥 ,𝑦 

 

The NAS-RIF algorithm did not yield results as expected. 

NAS-RIF algorithm makes use of constraints only in spatial 

domain, not in spatial domain. That may be the reason for the 

unsatisfactory performance. Minimizing the cost function may 

result in one of several solutions, most of which are physically 

meaningless to the problem .The major advantage of the 

algorithm is that it entails the minimization of a convex cost 

function. 

3. IMPROVED NAS-RIF ALGORITHM. 
In the implementation of the NAS-RIF algorithm, we use the 

iterative conjugate gradient minimization routine. One option 

for constraining the parameters to fulfill (11) is to normalize 

𝑢(𝑥, 𝑦)atevery iteration. The cost function consists of three 

components. The first penalizes the negative pixels of the 

image estimate inside the region of support, and the second 

penalizes the pixels of the image estimate outside the region 

of support that are not equal to the background color. The 

third component is used to constrain the FIR filter coefficients 

𝑢(𝑥, 𝑦)away from the trivial all-zero global minimum. The 

conjugate gradient minimization routine is used for the 
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minimization of J because its speed of convergence is, in 

general, much faster than other descent methods .The 

deblurred image quality can be improved through boosting the 

energies of the wavelet packets. This goal can be achieved by 

processing these sub-bands by a 2D mask H0 that optimizes 

their energies while minimizing the residual energy of𝐽𝑒𝑟  

𝐽𝑒𝑟  𝑥, 𝑦 =  𝑓𝑘 𝑥, 𝑦 

−     𝑥, 𝑦 𝑓  x − 𝜃, 𝑦
𝑁1−1

𝑙=0

𝑁1−1

𝜃=0

− 𝑙                                     12  

 
 

Improved NAS-RIF Algorithm  

 Set initial conditions (k=0): 
     FIR filter:    
𝑢𝑇

𝑘= 𝑢𝑘 1,1 , … . . ,
𝑢𝑘 𝑁𝑥𝑢 +1 

2
,
𝑁𝑦𝑢 +1

2
, … , 𝑢𝑘 𝑁𝑥𝑢 , 𝑁𝑦𝑢   =

    0, … ,1, … ,1  
Tolerance 𝜕 > 0 𝑖𝑠 𝑠𝑒𝑡. 
 At iteration (𝑘):  𝑘 = 0,1,2, …. 

1) If 𝐽 𝑢𝑘 ≤ 𝜕, 𝑠𝑡𝑜𝑝. 
2) Calculate the gradient vector of 𝐽 

a)  𝑓𝑘 𝑥, 𝑦 = 𝑢𝑘 𝑥, 𝑦 ∗ 𝑔(𝑥, 𝑦) 
b)  ∇𝐽 𝑢𝑘  𝑗+ 𝑖−1 𝑁𝑥𝑢 ,1 =

𝜕𝐽  𝑢𝑘 

𝜕𝑢  𝑖 ,𝑗  
=

2  𝑓 2 𝑥, 𝑦  
1−𝑠𝑔𝑛 ( 𝑓  𝑥 ,𝑦 )

2
  𝑔(𝑥 − 𝑥 ,𝑦 ∈ 𝐷𝑠𝑢𝑝

𝑖 + 1, 𝑦 − 𝑗 + 1) + 2   𝑓  𝑥, 𝑦 − 𝑥 ,𝑦 ∈ 𝐷 𝑠𝑢𝑝

 𝐿𝐵  𝑔(𝑥 − 𝑖 + 1, 𝑦 − 𝑗 + 1) +

2𝛾   𝑢(𝑥, 𝑦)∀(𝑥 ,𝑦)   − 1   
3) 𝑖𝑓 𝑘 = 0, 𝑑𝑘 = −∇𝐽 𝑢𝑘 . 

    Otherwise, 
a) 𝛽𝑘

𝑁 = (𝑦𝑘 − 2𝑑𝑘
 𝑦𝑘 

2

𝑑𝑘
𝑇𝑦𝑘

)𝑇 𝑔𝑘+1

𝑑𝑘
𝑇𝑦𝑘

(2005) 

proposed Hager and Zhang. 
b) 𝑑𝑘 = −∇𝐽 𝑢𝑘 +𝛽𝑘𝑑𝑘  

4) Perform a line minimization : 
𝐽 𝑢𝑘 + 𝑡𝑘𝑑𝑘 ≤ 𝐽 𝑢𝑘 + 𝑡𝑑𝑘  𝑓𝑜𝑟 𝑡 ∈ 𝑅 

5) 𝑢𝑘 + 1 =  𝑢𝑘 + 𝑡𝑘𝑑𝑘  
6) Then, reconstruct the estimated image 𝑓𝑘 𝑥, 𝑦  by 

the convolution with the wavelet packet function H 
using the synthesis band to get 𝐽𝑒𝑟  𝑥, 𝑦 . Evaluate 
the residual error: 
𝐽𝑒𝑟  𝑥, 𝑦 

= 𝑓^
𝑘
 𝑥, 𝑦 

−     𝑥, 𝑦 𝑓 (x
𝑁1−1

𝑙=0

𝑁1−1

𝜃=0

− 𝜃, 𝑦 − 𝑙)  
7) Then, we use the built in function deconvblindin 

matlab to obtain the enhanced image. 
 
 
 
 
 
 

 

 

4. APPLICATIONS 
Simulations were carried out by using 

MATLAB7.8.0.340different three images as (Text, Flower, 

and Lena) with blurred, plus noise and different types of 

degradations were used in the simulation. Some results of 

applying the traditional and improve NAS-RIF algorithm on 

these blurred images . 
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6. APPENDIX 

Tables 
Table 1. The PSNR and  MSE computed 
 TEXT LENA FLOWER 

 

MSE 

 

0. 0688 

 

0.4257 

 

0.3241 

 

PSNR 

          

59.7554db 

 

 

51.8401db 

 

49.6253db 

 

Figures 
Figure 1.Proposed blind image deconvolution method 

 

Figure 2.Example of a finite support image 
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Fig. 3: (a) the Original Image.  (b) Motion Blurred Image 

with angle=0.2 and Length=7 (c) The resulted image. 

 

 

Fig. 4 :(g) The Original image in gray ,(i) The Blurre 

image with angle=0.2 and Length=7   (j) The Blurred 

image with noisy,(k) The resulted image. 

Fig. 5 :( L) The Original image, (M) The Blurred image 

with angle=0.2 and Length=7   (O) The Blurred image 

with noisy,(P) The resulted image. 
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