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ABSTRACT 

The primary objective of this paper is to provide an overview 

of existing Concatenative Text-To-Speech synthesis 

techniques. Concatenative speech synthesis can be broadly 

categorized into three categories, Diphone Based, Corpus 

based and Hybrid. Diphone based   speech synthesis relies on 

different signal processing techniques such as PSOLA, FD-

PSOLA etc. These signal processing techniques introduce 

unwanted artifacts in the synthesized speech. The most 

popularly used method is the Unit selection synthesis which is 

a corpus based synthesis method. This method produces the 

most natural sounding synthetic speech.   
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1. INTRODUCTION 
Speech Synthesis is a technique that converts text into 

machine generated speech waveforms [1]. There are basically 

three methods by which TTS systems can be built: 

Articulatory, Formant and Concatenative synthesis. In 

Articulatory synthesis speech is generated by trying to model 

the human articulators like the lips, tongue, velum, pharynx, 

vocal cord, nose etc. Typically 7-11 parameters for 

sufficiently describing the different articulatory motions. [2] 

Speech synthesized by this method requires huge 

computational costs hence it is not practically used.  Formant 

synthesis is based on the source-filter model of speech 

production. An excitation produced by a source, passes 

through a filter that models the vocal tract. The excitation 

source can either be an impulse train representing voiced 

sound or random noise representing unvoiced sound. The 

excitation source is modified by the resonances of the vocal 

tract in order to produce speech. Concatenative synthesis 

produces artificial speech by concatenating prerecorded units 

of speech such as phonemes, di-phones, syllables, words or 

sentences [3]. In order to achieve intelligent and natural 

sounding speech, multiple instances of speech units are stored 

in an inventory. Hence this method is also known as corpus 

based speech synthesis.  

The remainder of the paper is organized as follows. The first 

section gives an overview of Concatenative speech synthesis.  

Followed by an overview and comparison of different types of 

Concatenative TTS systems. The next section discusses 

available databases for speech synthesis systems. The seventh 

section describes the different performance parameters of TTS 

systems. This is followed by the depiction of Speech 

Synthesis Frameworks and finally the conclusion. 

2. CONCATENATIVE SPEECH 

SYNTHESIS 
Basically Concatenative speech synthesis systems involve the 

selection of appropriate units from the speech inventory, 

algorithms that join the selected units and some signal 

processing so as to smoothen the concatenation boundaries 

[4]. In concatenative synthesis speech is produced by 

selecting and concatenating appropriate speech units from the 

speech database. The speech database can have speech units 

of different sizes such as phones, di-phones, syllables, words 

or sentences. The size of the speech units stored affects the 

quality of synthesized speech, if large sentences are stored the 

speech synthesized will sound natural, but it will restrict the 

flexibility of the TTS. Whereas if small units such as phones 

are selected it will provide more flexibility but with degraded 

quality [5]. Hence selection of an appropriate unit is very 

essential. The major factors influencing the quality of 

synthesized speech are the continuity of acoustic 

characteristics at the concatenation point, such as fundamental 

frequency, amplitude, speaking rate and the availability of 

speech units having appropriate prosody in the database [5]. 

 

Fig 1: Taxonomy of Speech Synthesis Methods 

3. DI-PHONE BASED SPEECH 

SYNTHESIS 
This method of speech synthesis uses di-phones as the basic 

speech unit [6]. A di-phone consists of two connected half 

phones starting in the middle of first phone and ending in the 

middle of second phone. In di-phone based synthesis only 

single instances of all speech units are available in the speech 

inventory [5], hence to obtain good quality synthesized speech 

with the desired prosody, various signal processing methods 

are applied [3]. Some of the signal processing methods such 
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as PSOLA, TD-PSOLA, and LP- PSOLA etc are summarized 

in the Fig 2. 

 

Fig 2: Various Signal Processing Techniques Used in Di-

phone Based Speech Synthesis 

3.1 Pitch Synchronous Overlap-Add 

(PSOLA) 
It is an analysis-synthesis method where the speech signal is 

decomposed into a number of pitch-synchronous short-term 

waveforms. These short term signals can be altered either in 

the time domain or spectral domain to obtain multiple 

synthetic short-term signals. Synthetic speech is produced by 

overlapped addition of these short-term signals [5]. PSOLA 

does not lose any information of the signal since it works 

directly on the signal without using any model. It has the 

advantage of preserving the spectral envelope when pitch 

shifting is used [19]. 

3.2 B. Frequency Domain Pitch 

Synchronous Overlap-Add (FD-

PSOLA) 
It is used for modifying the spectral envelope; it uses linear 

prediction to compute the spectral envelope. The pitch is 

modified by linear interpolation of the spectral envelope. The 

main advantage of this method is the ease of implementation 

since the operations are performed in the frequency domain. 

Since the phase continuity cannot be controlled explicitly in 

FD-PSOLA it leads to discontinuities at the concatenation 

boundaries when used   in   concatenative speech synthesis 

[22]  

3.3 Linear prediction pitch synchronous 

overlap and add (LP-PSOLA) 
In this method the modification of pitch and duration of the 

speech signal is achieved by manipulating the LP residual 

[23]. It   is    suitable for pitch-scale modification, since it 

provides independent control over the spectral envelope for 

synthesis. The LP-PSOLA method has the disadvantage of 

producing phase mismatches and audible distortions due to 

overlap and adding of the windowed residual segments. 

3.4 Time Domain Pitch Synchronized 

Overlap Add (TD-PSOLA) 
It can be used in di-phone based synthesis for the modification 

of the prosody of speech waveforms, as it facilitates high 

quality pitch and time scale modifications [18]   [17]. The TD-

Psola has the advantage of being computationally efficient, 

but with the drawback of requiring a large speech data-base 

[17] and the quality of synthesized speech is affected by the 

detection of epochs in the speech signal which is very difficult 

to achieve in real time applications. 

3.5 Epoch Synchronous Non Overlap Add 

(ESNOLA) 
In this method the synthesized speech signal is generated by 

concatenating basic speech segments at the epoch positions of 

the voiced speech, where epochs represent vocalic or quasi-

periodic sounds. ESNOLA  can  be  used  for  pitch and 

duration modification of the synthesized speech [16]  ESNola  

allows  selection of smaller parts of a phoneme called  

partnemes  as concatenation units , hence this reduces the size 

of the speech inventory[20]. ESONOLA supports the 

introduction of jitter shimmer and complexity perturbations 

which leads to naturalness in phonetic quality of synthesized 

speech [21]. 

3.6 Page Numbering, Headers and Footers 
Do not include headers, footers or page numbers in your 

submission. These will be added when the publications are 

assembled. 

4. CORPUS BASED SPEECH 

SYNTHESIS 
This technique of speech synthesis uses a data driven 

approach [3]. It depends on the availability of a good speech 

inventory, having good phonetic and prosodic features for the 

language under consideration [28]. The major issues related to 

corpus based approach is the segmentation and labeling of the 

speech inventory, which can be achieved by using automatic 

segmentation algorithms [29] 

4.1 Unit Selection Synthesis 
In this approach multiple instances of speech units having 

different prosodic features are stored. This approach is known 

as Unit selection based Concatenative TTS. An appropriate 

unit is selected from the database based on namely two costs. 

A target cost and a concatenation cost.   

Target Cost: It estimates how similar the features of a 

database speech unit are to the features of the desired speech 

unit (candidate unit) [7]. The target cost comprises of target 

sub-costs. Each target sub cost is a cost of a single attribute of 

a speech unit such as energy, pitch etc[1]. The target cost can 

be calculated as: 

    Ct (ti,vi) = ∑pj=1  wtj Ctj(ti,vi)                                    (1)                     

Where ti is the target unit Vi is the candidate unit, p is the 

number of sub-costs used. Ctj is the jth target sub-cost, Wtj it 

is the weight given to the jth target sub-cost [8]. 

Concatenation Cost: It is a measure of how well two speech 

units join and match each other when they are concatenated 

[7]. The concatenation cost also comprises of multiple sub-

costs. Each of these sub-costs is related to a specific 

continuity metric such as spectral continuity etc. The 

concatenation cost can be calculated as:  

       Cc (vi-1,vi) = ∑qj=1  wcj Ccj(vi-1,vi)                           (2) 

Where vi-1 and vi are candidate speech units for the (i-1)th 

and ith target speech units, q is the total number of subcosts 

used and Wcj is the weight associated with the subcost Ccj 

[9]. 

An exhaustive search is performed so as to select optimum 

speech units from the speech database. The Viterbi search is 

frequently used [11], to select the units to be concatenated 

from the speech inventory, so as to reduce both the target cost 

and the concatenation costs. 

4.2 Statistical Parametric Synthesis 
Statistical parametric synthesis makes use of averaged 

acoustic inventories that are extracted from the speech corpus 

[14]. The most commonly extracted parameters of speech are 

the spectral parameters such as cepstral coefficients or line 
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spectral pairs, and excitation parameters, such as fundamental 

frequency [24][26] .  Statistical Parametric synthesis has the 

advantages of requiring less memory to store the parameters 

of the model, rather than the data itself and it allows more  

Variation in the speech produced for example, an original 

voice can be converted into another voice [3].  The most 

commonly used statistical parametric speech synthesis 

technique is the Hidden Markov Model (HMM) synthesis. 

Hidden Markov Model (HMM) synthesis. 

HMM synthesis consists mainly of two phases a training 

phase and a synthesis phase. During the training phase speech 

parameters are extracted from utterances in the speech 

training database and they are modeled as HMMs. In the 

synthesis phase the words to be synthesized their 

corresponding HMMs are identified from the database and 

parameters are extracted from these HMMS. Finally speech is 

synthesized from these extracted parameters. HMM based 

parametric speech synthesis is flexible since speech is stored 

in the form of parameters and it is easy to modify these 

parameters, but it has the disadvantage of poor quality in the 

naturalness of the synthesized speech. This is due to over 

smoothing of the parameters in the statistical model [25]. 

5. HYBRID TEXT TO SPEECH 

SYNTHESIS 
The Hybrid TTS approach is a combination of the two main 

approaches of synthesis namely Concatenative synthesis and 

Statistical Synthesis. The hybrid TTS combines the 

characteristic of smooth transitions between adjacent speech 

segments of a Statistical TTS with the naturalness of a 

Concatenative TTS.  This is achieved by interweaving natural 

speech segments and statistically generated speech segments. 

The statistical segments are positioned so as to smooth 

discontinuities in the synthesized speech, while enabling as 

far as possible natural speech sequences as they appear in the 

training inventory [15]. 

Table 1. A comparison of concatenative speech synthesis 

methods 

METHODS Sub-methods Features 

DI-PHONE 

BASED 

PSOLA  Preserves the spectral 

envelope when pitch 

shifting is used [19] 

FD-PSOLA  Frequency Domain 

 Ease of Implementation  

 Can perform spectral 

modification. 

 Computationally 

intensive and has high 

memory requirements for 

storage  

 Discontinuities at the 

concatenation boundaries  

[22] 

LP-PSOLA  Suitable for pitch-scale 

modification 

 Produces phase 

mismatches and audible 

distortions. 

TD-PSOLA  Time Domain 

 Facilitates high quality 

pitch and time scale 

modifications. 

 Drawback of requiring a 

large speech data-

base[17] 

ESONOLA  Can  be  used  for  pitch 

and duration 

modification 

CORPUS 

BASED 

Unit  Selection 

Based  
 Is sample based. 

  Requires minimum or no 

signal processing. 

  Good quality in 

naturalness of 

synthesized speech 

[11],[27].  

 Requires a large speech 

database. 

Hidden Markov 

Model Based 

 

 Parameter based.  

  Muffled synthesized 

Speech [27].  

 Unnatural speech. 

 Small speech inventory 

[15].  

 More Signal processing 

required. 

HYBRID  Combination of 

Concatenative and 

Statistical TTS. 

 Degradation in speech 

quality when CTTS 

speech inventory is small 

[15].  

 Requires signal 

processing 

6. AVAILABLE DATABASES FOR 

SPEECH SYNTHESIS SYSTEMS  
Some of the available speech corpus databases in different 

languages are summarized below. 

LDCIL: Is a data consortium for 22 Indian languages such as 

Hindi, Marathi, Gujarati, and Konkani etc. The consortium 

has around 3112 hours of raw data and 15,362 hours of 

segmented data by multiple speakers, collectively for all the 

22 Indian languages [30].  

CMU ARTIC: It was designed keeping in mind the unit 

selection synthesis as target technology [31][32]. The 

database consist of around 1150 utterances .It includes US 

English male and female speakers. 

CMU_FAF: This database consists of Facts and Fables It is 

recorded by a single US male speaker and contains 107 

paragraphs .The database is automatically labeled [33]. 

CMU_SIN: is a database of speech in noise designed for use 

in unit selection speech synthesis research. It has 500 

utterance subset from the CMU Arctic database. The database 

is recorded by a single male US English speaker. There are 

two versions of these recordings: one where the speaking style 

is speech in noise (sin) and one with normal speaking style 

(swn) [34].  

KED TIMIT: This database contains 453 utterances spoken by 

a US male speaker. It is useful general database for simple 

prosody modeling and unit selection [35]. 

KAL DIPHONE: This database consists of a set of nonsense 

words containing all phone-phone transitions for US English. 

ELRA-S0342: It is a database for Polish concatenative 

speech synthesis .This database consists of 1443 nonsense 

words including all the di-phones for the Polish language. 

Database is recorded by a female speaker. A 16 kHz sampling 

frequency and 16 bit resolution was used. The total duration 

of the recordings is 1.27 hours. 
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7. PERFORMANCE OF TTS SYSTEMS 
The performance of speech synthesis systems involves the 

evaluation of the quality of synthesized speech, for 

naturalness and intelligence. This evaluation can be done on 

the basis of different subjective and objective scores. 

7.1 Subjective Tests 
Subjective tests can be used for testing how effective a 

synthetic voice is in a product [10]. They measure the 

listener’s opinion   of the synthetic speech. 

a) Mean Opinion Score (MOS): It is the most popular 

test to measures the listener’s opinion   of the 

synthetic speech. The test involves a large number 

of participants. They listen to a set of synthesized 

sentences and rate them on a 5 point scale (excellent 

- bad) [11],[1]. 

b) Degradation of Mean Opinion Score (DMOS): This 

test can be used for testing the speaker similarity. In 

the DMOS test, subjects are made to listen to the 

target speaker’s natural speech and a test sample 

(same sentence), they were asked to rate it a 

similarity score from the five-point Likert scale (5: 

exactly the same – 1: completely different) [38]. 

7.2 Objective Tests 
Objective tests measure how the synthetic voice differs from 

the natural utterance. They can be used as diagnostic tools for 

refining the synthetic speech [10]. 

a) Semantically Unpredictable sentences (SUS) test: 

This test is used to evaluate the sentence level 

intelligibility of TTS synthesis, based on 

semantically unpredictable sentences. It uses 

sentences that are syntactically acceptable but 

semantically anomalous [37], for example “He ate 

the car”. 

b) Diagnostic Rhyme Test (DRT): This test is used to 

evaluate the intelligibility of TTS synthesis [36][1]. 

The test uses monosyllabic words having a 

consonant-vowel-consonant pattern and it measures 

the capability of discrimination of the initial 

consonants for the system under consideration [1] . 

Listeners listen  to monosyllabic words which differ 

only in the first consonant and have to choose which 

word they have heard from pairs (for example, 

pin/fin, hit/bit).[11] 

c) Mel-Cepstral Distortion (MCD): MCD is calculated 

between the original and synthesized speech. A low 

MCD   indicates good quality of synthetic speech 

[12].MCD compares the Mel Cepstral Coefficients 

of two waveforms for finding the similarity between 

them. The mel-cepstral distortion (MCD), is defined 

as an extension of the simple Euclidean norm [13]. 

MCD can be used to estimate the quality of voices 

in new languages. 

8. SPEECH SYNTHESIS 

FRAMEWORKS 

8.1 MBROLA 
MBROLA: it is a free for non-commercial use synthesis 

engine. The speech synthesizer is based on concatenation of 

di-phones. Input to this synthesizer is a list of phonemes along 

with prosodic information such as duration and pitch of 

phonemes and the output is speech samples. The MBROLA 

engine does not accept raw text as input hence it is not a Text-

To-Speech synthesizer [39].The MBROLA engine is not 

language specific hence it can be used to develop multilingual 

outputs. For example MBROLA is used to develop a German 

TTS since it produces less distortion during signal processing 

[40]. 

8.2 FESTIVAL 
FESTIVAL provides a general framework for developing 

speech synthesis systems. It offers full Text to Speech 

facilities through multiple API’s and uses the Edinburgh 

Speech tool library [41]. FESTIVAL is multilingual and is 

highly flexible having a modular architecture. FESTIVAL 

includes modules for text processing, linguistic/prosodic 

processing and waveform generation. The framework 

supports di-phone synthesis and unit selection synthesis. It 

uses a clustering technique for organizing the units in the 

speech database based on their prosodic and phonetic context 

[5]. 

8.3 FLITE 
FLITE is a small, fast run-time synthesis library which is 

suitable for embedded systems.  It has been designed as an 

alternative run-time synthesis platform for Festival where 

speed of execution and reduced size of TTS system is 

required. The Library of Flite is much faster and smaller than 

the similar Festival system [42]. Flite Consists of four 

modules namely core library module, language module, voice 

module and language lexicon module [5]. 

8.4 CHATR 
It is a generic speech synthesis engine which is modular in 

nature and supports unit selection synthesis. Some of the 

features included in CHATR are multiple types of inputs, 

support for multiple languages, automatic selection of 

appropriate units, and choice of waveform synthesis methods, 

parameterized intonation features, text-to-speech module, and 

abstract phoneme set to name a few [43]. The speech 

inventory in CHATR can be viewed as a state transition 

network, with each speech unit being represented by a 

separate state [5]. 

9. CONCLUSION 
This paper gives a review about various Concatenative speech 

synthesis methods. The availability of standard databases, 

Speech synthesis frameworks and the comparison of different 

concatenative methods are discussed. The most preferred 

method of concatenative speech synthesis is the unit selection 

synthesis, due to naturalness of the synthesized speech. The 

paper reviews the evaluation techniques for determining the 

quality of synthesized speech. Although there is a lot of work 

done, in the field of Concatenative speech synthesis in the 

past decades, there is scope for further improving the 

naturalness of the synthesized speech while trying to reduce 

the footprint of the speech inventory. 
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