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ABSTRACT 

This paper is dedicated to the development of new automatic 

methods for recognizing of isolated words with impulsive 

sounds. This article presents a parameterization technique of 

speech signal with impulsive noise based on auditory filter 

modeling by the gammachirp filterbank (Gammachirp Filter 

Banc (GFB). This work includes two parts; the first is devoted 

to traditional techniques. The second deals with modern 

methods incorporating a model of auditory filter called 

gamma chirp. In this section, we will extract the 

characteristics of a single word with impulsive noise from the 

TIMIT database using parameterization technique Perceptual 

Linear Preduction( PLP) with the GFB.The recognition 

system is implemented on Hidden Markov Model Toolkit  

HTK platform based on HMM. For evaluation a comparative 

study was operated with standard PLP and Mel Frequency 

Cepstral Coefficient (MFCC). We propose a study of the 

performance of new parameterization technique GFB_PLP 

and GFB_MFCC proposed in the presence of different 

impulsive noises. Three types of impulsive noise are used 

(blast door, glass breaks, and explosion) Tests were carried 

out at different SNR levels (15dB, 10dB, 5dB, 0 dB and -3 

dB) The GFB –PLP technique give the better results in 

different tests. 

General Terms 
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Keywords 

Mfcc, plp, gfb mfcc, gfb plp  

1. INTRODUCTION 
speech is a natural mode of communication for        humans. It 

isvery efficient, for transmission of information 

conversational speaking rates can be as high as 200 words 

perminute. And for reception of information, has others 

advantages as well. Speech recognition is today a quite 

common element in our lives.  Cellular   phones,   computers,   

telephone services and many more  products use speech 

recognition. An important drawback affecting most of the 

speech processing systems is the environmental noise and its 

harmful effect on the system performance. The presence of 

noise normally degrades the performance of speech 

recognition; therefore it is very important that a speech 

recognizer in some way deals with possible noise. A large 

amount of work has therefore been spent in this area and there 

exists a lot of technique that improves the speech 

recognizer‟smodels are generally a filterbank, none uniformly 

spaced in frequency and with non-uniform bandwidths, 

narrows at low frequencies, and broad at high frequencies, 

which converts the input speech signal into a performances in 

noisy conditions. Signal theory tools for representation of 

signals and systems in the time domain or in the spectral 

domain, their study and analysis, modeling and interpretation. 

Detecting the absence or presence of a signal, signal with a 

noise and speech recognition are treated frome problems. 

Indeed, the natural sounds are composed of noise, and the ear 

is sensitive to information related to this part [8]. With this 

noisy component, which is considerate for several years, we 

present the different characteristics of the noise part.The 

purpose of this article is to introduce several important 

concepts in signal processing and illustrate them with 

relatively simple examples. At first, to focus on the study and 

analysis of impulsive noise by incorporating a model auditory 

filter called gammachirp [1][3]. In this paper, we propose a 

techniques for parameterization speech signals based on a 

gammachirp filterbank (GFB) following the approach used in 

the technical PLP. For this we will develop a system for 

automatic recognition of isolated words with impulsive noise 

based on Hidden Markov Models HMM, the recognition 

system will serve as an evaluation of the impulsive signal by 

gammachirp filter. We propose a study of the performance of 

parameterization technique GFB_PLP and GFB_MFCC 

proposed in the presence of different impulsive noises. The 

sounds are added to the word with different snr (15dB, 10dB, 

5dB, 0 dB and --3 dB). The recognition performance of this 

approach was evaluated using theTIMIT database.The 

obtained evaluation results are compared to thos of the 

standards techniques.   .  

2. SPEECH RECOGNITION SYSTEMS 

ASR 
The speech recognition system has two major components, 

feature extraction and classification. In this work the system 

block diagram of isolated word recognition is shown in 

Figure1. 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Structure of asr System. 
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3. PERCEPTUAL LINEAR 

PREDICTION (PLP) 
Perceptual linear prediction analysis is a variation of the 

original LPC analysis and was first introduced by Hermansky 

[7] in 1990. The main idea of this technique is to take 

advantage of three principal characteristics derived from the 

psychoacoustic properties of the human ear for estimating the 

audible spectrum. This concept is Spectral resolution of the 

critical band, Equal-loudness curve and Intensity loudness 

power law. The audible spectrum is then approximated from 

an all pole autoregressive model. The PLP analysis is nearer 

to the behavior of the human ear than the traditional LPC 

technique. This last characteristic renders this method more 

robust in speaker-independent conditions. The PLP analysis is 

however computationally efficient and permits a compact 

representation of speech. The method considers the short term 

power spectrum of speech and makes a convolution of it with 

a simulated critical band masking pattern. Then, the critical-

band is re sampled at about one Bark scale intervals. At this 

point, a preemphasis operation is performed with a fixed 

equalloudness curve and finally the resulting spectrum is 

compressed with cubic-root nonlinearity, simulating the 

intensity-loudness power law. The resulting low order all pole 

models is consistent with several phenomena observed in 

human speech perception.  In this step, the IDFT (Inverse 

Discrete Fourier Transforms) is applied to obtain the dual 

autocorrelation function. The first M+ 1 values are used for 

solving the Yule-Walker [13] equation for obtaining the 

autoregressive coefficients of the all-pole model of order M 

[21] [2]. 

4.  MEL FREQUENCY CEPSTRAL 

COEFFICIENT (MFCC) 
The cepstral coefficients are derived from the output of the 

Mel filter bank formed from triangular filters and positioned 

uniformly across Mel. This technique consists in calculating 

the cepstral coefficients on a Mel scale that approximates the 

frequency perception of the ear. After applying a Fourier 

transform in the short term, energy is calculated in critical 

heath modeled by triangular filters when the amplitude scale 

is expressed in decibels. The frequency scale in turn is 

expressed in Mel. Then the Inverse Cosine Transform (IDFT) 
provides lesser correlated coefficients. The cepstrum is then 

given by the fol-lowing expression: 

1

2 1
log cos

2

N

n k

k

C S n k
k k





 
     
         

   

Sk : representing the energy after filtering by a k triangular filter 

5. AUDITORY GAMMACHIRP FILTER 
The gammachirp filter is used in the psychoacoustic research 

as a reliable model of cochlear filter. The gammachirp filter is 

defined in the time domain (impulse response function) as: 

gc(t) = an−1exp (-2 bERB (fr) t)exp (j2πfr+jclnt+jc
)    

     a: an amplitude normalization parameter. 

     c: a parameter for the chirp rate. 

     b: a parameter defining the envelope of the gamma 

distribution. 

    ERB (fr): Equivalent Rectangulaire Bandwith.  

     φ : the original phase. 
The gammachirp to be expressed as the cascade of a 

gammatone filter with an asymmetric compensation filter. 

Figure 2 shows the framework for this cascade approach. 

 

 
 

 

Fig 2: Decomposition of the gammachirp filter 

The gammachirp filter which is derived out of the gammatone 

filter modification was introduced to model the asymmetry in 

the low frequency tail of the auditory filter response and to 

model  level dependent proprieties such as  decrease in gain, 

bandwidth increase and a shift in the center frequency of the 

filter with increase in level. Where time t>0, a is the 

amplitude, (fr) is the asymptotic frequency and b are 

parameters defining the envelope of the gamma distribution. 

C is a parameter for the frequency modulation or the chirp 

rate, φ is the initial phase, and ERB (fr) represents the 

Equivalent Rectangular Bandwidth of the filter, given by the 

following relationship: 

ERB (fr) = 24.7 + 0.108fr    

The Fourier transform of the gammachirp in is derived as 

follows 
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Gc (f) is the Fourier magnitude spectrum of the gammatone 

filter, e cθ (f) is an asymmetric function since it antisymmetric 

function centered at the asymptotic frequency. The spectral 

properties of the gammachirp will depend on the e cθ (f), 

factor; this factor has therefore been called the asymmetry 

factor. The degree of asymmetry depends on “c”. If “c” is 

negative, the transfer function, considered as a low pass filter, 

where c is positive it behaves as a high-pass filter and if “c” 

zero, the transfer function, behaves as a gammatone filter. In 

addition, this parameter is connected to the signal power ( 

Ps)by the expression 

C = 3.38 + 0.107 Ps  

Gammatone 

Filter 

Asymmetric Function (C=2, 

3, 4…..) 
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Fig 3: Example of Impulse Response Gammachirp 

 

Fig 4: Gammachirp spectrums for different values of c 

The figure 5 shows a block diagram of the gammachirp 

filterbank 

 

 

 

 

 

 

 

Fig 5:  Block diagram of the gammachirp filterbank 

The figure 6 shows  the algorithm of PLP and the GFB-PLP 

parameterization 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 6: Block diagram of PLP and the gfb-plp  

parameterization 

The object of the GFB-PLP analysis is to estimate coefficients 

by an auditory model of a filter based on filter bank whose 

gammachirp. The algorithm calculates GFB-PLP coefficient 

is based on the same step of calculated PLP coefficient in that, 

we only change the Bark filter bank by gammachirp filter. 

The figure 7 shows  the algorithm of MFCC and the GFB- 

MFCC parameterization 
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Fig 7: Block diagram of mfcc and the gfb-mfcc 
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The object of the GFB-MFCC analysis is to estimate 

coefficients by an auditory model of a filter based on filter 

bank whose Gamma chirp. The algorithm calculates GFB-

MFCC coefficient is based on the same step of calculated 

MFCC coefficient in that,we only change the mel filter bank 

by gammachirp filter . 

6. EXPERIMENTS CONDITIONS 
In this paper to evaluate the GFB-PLP parameterization 

technique, we carried out a comparative study with different 

baseline parameterization techniques of MFCC and PLP 

implemented in HTK We tested the performance in speech 

signal recognition tasks wehre the training database is clean 

and the test database contaminated with additive impulsive 

noise different real-environment impulsive noises used: blast 

door, glass breaks, and explosion  provided by Tests were 

carried out at different SNR levels (15dB, 10dB, 5dB, 0 dB 

and -3 dB). 

6.1 Timit Database  
The training database is built of several words extracted from 

the Darpa-Timit database (8). This database is composed of 

speech composed of 8 American dialects.  We used 6132 

words composed of 21 words (models) repeated 292 times 

from 36 speakers (18 males and 18 females) uniformly 

divided for American dialects. For the test phase of 

recognition we used 2201 words from 26 speakers (13 males 

and 13 females).[15][16]. 

6.2 Impulsive Noise  
Impulsive noise consists of relatively short duration, caused 

by a variety of sources for example   explosions and gunshots, 

human screams, door slams, glass breaks, dog barks, phone 

rings, machine noise, pieces of music or children voice 

sounds. In our work we used three class of impulsive noise: 

explosions, glass breaks, and door slams. Impulsive noise is 

usually non-stationary, non-Gaussian and very complex 

frequency behavior. It is for this reason that we are interested 

in the study of the noise. The duration of this noise is low in 

the order of second, theory feature is a Dirac. As the example 

in Figure 2 and 3 gives time representation and spectrogram 

of door slam impulsive noise. 

 

Fig 7:  Time representation of door slam impulsive noise 

System description  

Features used in our test Mel-frequency cepstral coefficients 

MFCC. Another popular feature set is the set of perceptual 

linear prediction (PLP) coefficients. The 39-element feature 

vector contains 12 MFCC or PLP or GFB-PLP or GFB-MFC 

C(implemented in HTK platform), one energy measure, and 

their first and second derivatives. In our experiment, there 

were 21 HMM models (21Recognized words) trained using 

the selected feature (GFB-PLP, MFCC PLP and GFB-

MFCC). The observation probabilities are modeled as a 

weighted sum of Gaussian probability densities. The system 

uses 21 models (words). Each speech model is represented by 

an HMM with 5 by 5 states,from left-to-right (the first and the 

last ones are non-emitting) and 12 mixture components per 

state [10].  In the Training Process parameters of HMM are 

estimated during a supervised process using a maximum 

likelihood approach with Baum-Welch re-estimation. The first 

step in determining the parameters of an HMM is to make a 

rough guess about their values. Then, the Baum-Welch 

algorithm is applied to these initial values to improve their 

accuracy in the maximum likelihood sense. Finally, The 

Viterbi decoding algorithm is used in the decoding process. 

The recognition problem is to find a state sequence of a model 

which is most likely to have been generated by the data. The 

Viterbi decoding algorithm assumes that the maximum 

likelihood state sequence travels through the optimal path 

along each state [6]. 

6.3 Recognition Results  
In this section we present the different results obtained for the 

parameterization techniques, GGB-PLP, MFCC,GFB-MFCC 

and PLP. The performance is tested on the TIMIT databases 

using HTK. The features vectors consist of GFB-PLP.  Each 

one consists of 12 cepstrals coefficients and energy (E), 

concatenated with the delta (D) and acceleration (A) 

coefficients. The features vectors are of dimension 39. The 

performance is compared with the MFCC, PLP, GFB-MFCC 

and GFB-PLP baseline as the same condition. Tables 1, 2, 3 

and 4 show the average recognition accuracy. 

Table 1. Words recognition accuracy rate for clean speech 

 Brut e e-d e-d-a 

Mfcc 91 93.14 98.14 99.05 

plp 91. 46 93.68 98.15 99.35 

Gfb-plp 90.12 93.43 97.56 98.93 

Gfb-mfcc 93.05 49.22 98.66 99.85 

 

Table 2. Words recognition accuracy rate for blast door 

impulsive noise  

 -3db 0db 5db 10db 15db 

Mfcc (e-d-a) 35.67 65.79 90.55 97.68 98.82 

Plp(e-d-a) 32.06 65.4 91.33 97.18 98.14 

Gfb-plp(e-d-a) 32.05 65.11 90.11 97.21 98.17 

Gfb-mfcc(e-d-

a) 
40.17 68.54 91.11 98.6 98.96 

 

Table 3. Words recognition accuracy rate for glass breaks 

impulsive noise 
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Table 4. Words recognition accuracy rate for blast door 

impulsive noise 

 -3db 0db 5db 10db 15db 

Mfcc (e-d-a) 63.43 87.85 97.36 98.6 98.82 

Plp( e-d-a) 60.11 88.37 97.77 97.27 98.14 

Gfb-plp(e-d-a 59.00 86.33 97.10 97.10 98.9 6 

Gfb-mfcc(e-

d-a) 
66.30 89.97 98.80 98.27 99.5 

6.4 Discussion  
From these results it can be seen that the GFB –MFCC 

technique give the better result (highest accuracy of 

recognition) 99.85% in clean speech with add energies of 

signal and derived parameters. 

In noise speech it can be seen that the system‟s highest 

accuracy of recognitions   98.96% and 99.50% are obtained 

for GFB-PLP techniques in blast door and explosion, 

impulsive noise. With -5db SNR level.  In tables 2, 3 and 4 

the technique GCFB-PLPgive the better result is 40.17%, 

39.40%, and 66.3% respectively with -3db SNR level.  

We notice that the GFB-MFCC technique gives acceptable 

results in all the experience. 

7. CONCLUSION  
In this work, we evaluated the new technique of 

parameterization of the speech signals GFB- PLP (who takes 

account of the characteristics frequential and temporal of the 

ear, based on a filter bank gammachirp GFB and a classic 

MFCC PLP and (GFB -PLP techniques in clean and noise 

environment with different SNR levels (15dB, 10dB, 5dB, 0 

dB and -3 dB). 

The results gotten after application of this features show that 

this method (GFB-PLP, GFB-MFCC) give acceptable and 

better results by comparison at those gotten by other methods 

of parameterization. 

We used the platform HTK toolkit, that use Hidden Markov 

Models and we used the TIMIT speech databases and 

impulsive noise in our evaluations. The results obtained after 

application of Gammachirp filter on the word show that this 

filter gives acceptable and sometimes better results. 

In other issues of this work, the following strategy is applied 

to improve different obtained results  

 Testing the state efficiency of HMM approach 

 Raising the filter numbers in different techniques   

 increase for example the number of coefficients in 

the parameters techniques 
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