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ABSTRACT 
Hackers have devised a recent technique of infiltrating critical 

infrastructure with wanton applications that gulp at the limited 

resources possessed by these infrastructure for meeting critical 

needs and deadlines. Also a reality is the fact that hackers 

could breach already existing and trusted applications or 

software on these critical infrastructure and bug them with 

malicious codes that plunge them into a state of wantonness; 

consuming limited, critical resources and making none (or 

insufficient) available for other, equally critical applications 

that depend on a fair portion of the same resources to meet 

their deadlines and critical requirements. This development 

portends the next generation of denial of service (DoS) and 

distributed denial of service (DDoS) attacks to critical 

infrastructure, where all that is required is to discover 

vulnerabilities in already trusted and running applications on 

critical infrastructure or deliver and escalate new applications 

on these critical infrastructure and plunge them into 

wantonness, consuming limited resources and resulting in a 

denial of service. Proposals already exist in literature that 

could forestall an occurrence of such attacks, but some of 

these have not previously been tested; one of such being that 

documented by [1]. This research is an experimental 

implementation of the theoretical model proposed in the cited 

article, in order to test and validate its workability and results. 

An experimental prototype – codenamed “ResMon” – of the 

model proposed is built and validated within the Ubuntu 

Linux operating system environment. 

General Terms 
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1. INTRODUCTION 
[1], proposed a theoretical model for monitoring and securing 

resource of critical infrastructure in the real-time. The 

advantage which is argued that this model boasts over such 

other similar models for achieving the same or similar results 

– such as those by [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], 

[12], and [13], to mention but a few – is the fact that it is more 

resource-centric. 

In other words, as opposed to trying to analyse and classify 

traffic, which is the primary feature of most other models and 

is argued to have its own implication on the limited, critical 

resources, this novel model proposed by [1] directly monitors 

for wantonness and shuts down guilty applications that try to 

usurp these limited resources. 

2. PROTOTYPE DESIGN AND 

IMPLEMENTATION 
An algorithm is given in the proposal for the model, and this 

is represented further in a functional flow block diagram 

(FFBD) as shown in figure 1. This FFBD would form the 

basis and guidelines for building the source codes for this 

prototype experiment. See Appendix I for guides on how to 

retrieve the compressed archive (.zip)1 of the experimental 

codes online. 

 

                                                            
1 In order to access the source code archive file, a 
compatible archive (compression) application software 
that can open and decompress zip archive files (with 
the extension: .zip) must be installed on the machine. 
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Figure 1: Functional Flow Block Diagram for “ResMon” (Ogu, Idowu, & Adesegun, 2015) 

The prototype designed is a proof of principle / concept 

prototype simply for the purpose of testing the fundamental 

logic and workability of the theoretical model proposed by 

[1]. The source code of the prototype is in the C-high level 

programming language in order that the additional computing 

overhead imposed by running / executing the prototype 

program is largely minimal. 

Critical computing resources that were monitored for from 

within the code base of “ResMon” were the CPU usage and 

the Memory usage. Statistics relating to the consumption of 

these resources were retrieved from the Linux operating 

environment using the inbuilt Linux “Top” command. 

Basically, in Ubuntu Linux, the “Top” command is a built-in 

command that provides a current overview of processor 

activity in real time. It displays a list of the tasks, processes 

and applications that are currently running on the system, and 

provides an interactive interface (through various commands 

for specifying different features and parameters for the 

overview) for manipulating these applications and processes. 

It sorts the overview of tasks, processes and applications by 

CPU usage, memory usage and runtime. 

The “Top” command was called in this case for these needed 

data so as to reduce the lines of codes that would need to be 

compiled and computed before “ResMon” goes live and real-

time. 

The prototype was built to function thus: 

If application “A” alone, running on the computing 

infrastructure, begins to consume say up to 60% and above of 

any the resource provisions in that system; “ResMon” traps 

application A (suspecting that application A may have become 

wanton) and shuts it down immediately by calling the built-in 

Linux “kill” command which has been programmed into the 

source code. 

The proposed algorithm for the monitoring system given in 

[1] is enhanced as given in Appendix II for building 

“ResMon” 

3. PROTOTYPE TESTING AND 

RESULTS 
The prototype was designed for and experimented within the 

Ubuntu Linux Desktop operating system (v13) environment. 

The full specifications for the testing system used for testing 

the prototype is given in Table 1: 

 

 

Table 1: Specifications of Testing / Experimental 

Computer 

SPECIFICATIONS PC 

Manufacturer Toshiba 

Make Satellite 

Model P300-20H 

HDD Capacity 250GB 

Memory 2GB 

CPU Intel® Pentium® Dual CPU 

T3400 (2CPUs) (~2.16GHz 

each) 

Page File Unavailable 

Bios Version V3.40 

Operating System Ubuntu Linux Desktop 

Operating System 32-bit 

(version 13.0, released 2013) 

The prototype system was tested under two different 

experimental scenarios (no-attack and attack scenarios). This 

was to ensure test case completeness and effectiveness, as 

well as dynamism of the testing process. In experiment 1, the 

prototype was tested for functionality using the PC (see table 

for specifications); the goal of this experiment was to ensure 

that the prototype system is able to run in real time and 

produce results by terminating defaulting applications that 

exceed the specified threshold as long as the prototype is 

running. This was essentially a “no-attack experiment”. In 

experiment 2, an Application Layer DoS attack (a slowloris 

attack) was simulated using the slowhttptest Application layer 

DoS attack tool; the goal of this experiment was to observe 

the behaviour and effects of the system prototype on 

defaulting applications in an attack scenario. 
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1.1 Slowhttptest Tool (v1.6)
2
 

The SlowHTTPTest tool is a highly configurable tool that 

simulates some forms of Application Layer Denial of Service 

attacks, essentially for experimental purposes. This tool works 

on majority of Linux platforms (Ubuntu inclusive), OSX and 

Cygwin - a UNIX-like environment and command-line 

interface for Microsoft Windows. 

It can be used to implement most common low-bandwidth 

Application Layer DoS attacks, such as slowloris Attack, Slow 

HTTP POST, Slow Read attack (based on TCP persist timer 

exploit) by draining concurrent connections pool, as well as 

Apache Range Header attack by causing very significant 

memory and/or CPU usage on the server. 

Slowloris DoS attacks rely on the fact that the HTTP protocol, 

by design, requires requests to be completely received by the 

server before they are processed. If an HTTP request is not 

complete, or if the transfer rate is very low, the server keeps 

its resources busy waiting for the rest of the data. If the server 

keeps sufficient quantity of the resources busy, this can create 

a denial of service. This tool thus sends partial HTTP requests, 

aiming to getting a denial of service response from the target 

HTTP server [14]. 

After a successful attack scenario and a proper exiting of the 

slowhttptest tool, the results can be written to a file specified 

in the input parameters, to contain a detailed report with the 

parameters and statistics used to orchestrate the attack, as well 

as some useful information that could be useful to the attacker 

in orchestrating a more coordinated attack in the future. 

1.2 Initialization 
“ResMon” is designed to display information as shown in the 

figure above. Information displayed by “ResMon” is shown in 

four (4) columns. In the first column, the process ID (PID) of 

each running process is displayed. In the second column, the 

name of the application currently utilising each of the 

processes is displayed. In the third column, the total memory 

usage of each running process is displayed with the 

percentage memory usage (shown in bracket). In the fourth 

column, the total CPU usage of each running process is 

displayed with the percentage CPU usage (shown in bracket). 

See figure 2 in appendix III. 

Before launching each time, “ResMon” demands for an input 

each time, percentage upper consumption limits for the 

Memory and CPU consumption respectively for any wanton 

application / process. 

1.3 Experiment One 
 Step 1: A random application was opened (Mozilla 

Firefox web browser in this case, and the resource 

consumption levels of the application was noted. 

 Step 2: For experimental purposes, application – 

Mozilla Firefox – was made a culprit (a defaulting 

application). The threshold limits of resmon was 

lowered to 19% (for memory consumption) and 

25% (for CPU consumption). This made Mozilla 

Firefox a culprit application by virtue of its memory 

consumption, as it was trying to download a large 

file from the Internet while streaming an online 

video in High Definition, which eventually 

                                                            
2 Could be retrieved online from the programmers’ 
website. 

exceeded the specified threshold limit along the line. 

See figure 3 in appendix III. 

 Step 3: This made the application – Mozilla Firefox 

– to be shut down in less than one second (exactly 

0.27s). 

1.4 Experiment Two 
 Step 1: Successfully compile and install the attack tool 

(see 

http://code.google.com/p/slowhttptest/wiki/InstallationA

ndUsage for installation and usage instructions and 

guidelines). At the time of conducting this research, this 

tool is a freeware and is free to use for experimental, 

non-profit purposes. Also ensure you have a webserver 

(Apache in this case) installed and running. 

Start the Apache service using any of the following 

commands 

 

$ sudo apache2ctl start 

 or 

$ sudo start apache2 

 or 

$ sudo service apache2 start

 or 

# /etc/init.d/apache2 start

 or 

$ sudo /etc/init.d/apache2 start 

 Step 2: Configure the attack tool using choice of 

parameters as shown in the parameter table above. 

During this experiment, the following parameter was fed 

into the attack tool: 

 

slowhttptest -c 100 -t ATTACK -x 204 -i 

10 -l 5000 -p 3 -g -o attackinfo 

 

See figure 4 in appendix III. 

This attack was simulated against the resident apache server 

on the machine via the localhost address. 

 Step 3: The resource consumption rate of the attack 

application was observed by viewing the “Top” 

command. The percentage CPU consumption was 96.3%, 

and the percentage Memory consumption was 0.1%. The 

CPU consumption rate was relatively high. 

It may be noted and argued that the parameters with which the 

slowhttptest tool was bombarding the apache server may, 

in comparison to real-life scenarios, be too insufficient to 

cause any DoS on a real-life machine. This is a fact of 

truth. However, the CPU consumption of the attack tool 

was observed to be increasing at a rather steady rate, 

rising to 99.6% within 5 seconds apart. 

 Step 4: The resource monitoring system prototype – 

“ResMon” was started up with threshold inputs of 50% 

for Memory usage and 115% for CPU usage, in order to 

forestall the imminent DoS caused by the wantonness of 

the attack tool. 

 Step 5: Observation continued until the slowhttptest tool 

process was killed by “ResMon” as soon as its CPU 

resource usage exceeded the set threshold for CPU usage. 

See figure 5 in appendix III. 
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Experiment Two lasted for a cumulative time of ~805 

seconds. Because the attack tool was terminated abruptly 

by “ResMon”, it was unable to write the statistics / report 

to file as is expected. Hence, the file – attackinfo, which 

is supposed to carry the statistics / detailed report of the 

attack experiment – was created, but remained empty at 

the end of the experiment. 

4. EXPERIMENTAL SUMMARY, 

FINDINGS AND AREAS OF 

IMPROVEMENT 
“ResMon” has been shown to perform well in both a non-

attack scenario as well as in an attack scenario. In the non-

attack scenario, “ResMon” was able to detect and shut down 

an application (Mozilla Firefox) that was shown to be 

consuming resources above the preset threshold. This suggests 

that “ResMon” is able to detect and prevent a DoS that may 

result from Flash Crowd3 activities when the resource 

consumption of certain applications that are being accessed by 

the flash crowds begin to increase dramatically. 

In the attack scenario, “ResMon” was able to shut down, in 

real-time, an attacking application that was going to result in a 

DoS in the process of trying to attack the resident web server 

with slow-connection-packets. 

Throughout the entire experimental process, the resource 

usage of the system prototype never exceeded 1% for both 

CPU and Memory. This could be a plus for the proposed 

model and/or the prototype system. 

“ResMon” is configured to run in real time (< ~1s) (see the 

source code in Appendix I). All observations and actions 

documented in this research occurred within the specified 

real-time value of (<=1s). This real-time value can be altered 

from the source code by changing the parameter for the 

“sleep” command (measured in seconds). 

In line with this, it confirmed from the two test cases of attack 

and no-attack that “ResMon” is always able to effectively shut 

down defaulting applications, processes and tasks that exceed 

the preset threshold limit by as little as 0.01%. It is also 

proven that “ResMon” is able to efficiently execute and 

deliver results based on its requirements within stable time 

frame (<1s), possibly owing in part to its compact (~600 

LOC) and code-optimized nature. 

The prototype application could also be experimented with in 

future researches using a low level programming language 

such as the Assembly Language, in order to also investigate 

and compare its computational behaviour under such an 

instance. 

A runtime malfunction was observed during the course of 

experimenting on “ResMon”. It was noticed that after being 

left to run for a period of time (~7secs), “ResMon” shut itself 

down automatically and dumped to disk. This malfunction 

was traced to a memory allocation function within the source 

code that could not be resolved as at the time of documenting 

                                                            
3 Flash Crowds are a phenomenon that occurs when a 
large crowd of legitimate users try to gain access to a 
server resource, application or service at the same time 
[15]. Flash Crowds can also cause DoS to occur, and in 
fact go a long way to further complicate the task of 
detecting and controlling DoS attacks. 

this experiment. This memory allocation malfunction could 

arguably be as a result of runtime memory allocation and re-

allocation privilege insufficiencies which may have arisen 

because “ResMon” didn’t have enough privileges needed for 

handling memory allocation and re-allocation above, beyond 

or about a possible restriction which may have been imposed 

by the Operating System that could not be ascertained. A 

workaround for this was found in breaking down the attack 

experiment into phases / sections (initialization, pre-attack, 

attack, monitoring and reaction). Future research would seek 

to look towards improvement, enhancement and optimization 

of “ResMon” in a bid to overcome this malfunction. 

The resource monitoring prototype system was system was 

only tested against the Application-layer DoS attack, without 

any form of distribution in the attack coordination. Future 

researches would consider experimenting with the prototype 

in simulated scenarios for other forms of DoS attacks with 

some level of distribution in the attack coordination. 

5. CONCLUSION 
The theoretical model proposed by [1] proved laudable within 

the limits and constraints of this experiment. However, some 

improvements remain necessary for this proposed model to be 

able to deliver commendable results with real-world critical 

infrastructures. Basically, the prototype of the model was able 

to shut down wanton applications in the attack and no-attack 

experiments, which were headed to cause a DoS on the 

computing system. In addition, it is recommended that the 

resource pool partitioning suggested by [16] may go to a large 

extent in enhancing the operations of the model, while a way 

of escalating the permissions level of the model and its 

prototype may also further boost its effectiveness. 

This research has been able to shed light, however, on the 

imminence of a next generation form of DoS attacks that may 

not necessarily require the taking over of other machines in 

order to increase the strength and impact of the attack, as is 

common with traditional forms of these attacks, but these can 

actually be orchestrated from within the critical infrastructure 

itself by plunging already trusted, highly privileged resident 

applications into a state of resource wantonness. 
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7. APPENDIX I 
Online download links of the source code files for the 

experimental prototype: 

Download the files at:  

https://drive.google.com/file/d/0B7sfblJHNzz-

TTBXeVFJMXpobEk/view?usp=sharing  

For issues or enquiries, contact the corresponding author of 

this research at: ecoxd1@yahoo.com 

 

8. APPENDIX II 
The algorithm for this prototype system is given below: 
Program: 

Step 1: Start 

While (true) 

Step 2: Get list of all running processes (application). This  

includes: 

   - The PID (Process ID) of each running process 

   - The name of the program executed by the process 

   - The percentage memory usage of the process 

   - The percentage CPU usage of the process. 

Step 3: Store this list in a dynamic array list called  

process_array 
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Step 4: Update process_array after #var interval (specified  

above) 

Step 5: While (true) 

/* Implement a wait until the #var interval time has  

passed */ 

- Set variable waiting_time = current time (Get the current system time) 

  - Set variable i = #var interval + current time; 

   If (#var waitingtime < #var i) 

    #var waitingtime++; 

    Continue 

   Else // When #var interval time has passed 

    For each element in the process_array do 

     4.1. Get the process id: pid 

4.2. Get percentage the CPU  

consumption: cpuusage 

4.3. Get percentage memory usage:  

memoryusage 

4.4. Compute the overall resource consumption of each 

process: resourceconsumed 

   If (resourceconsumed > #var consumption) 

- End the process using the system call: System  

(kill (pid)); 

    End if 

    End for 

    - reset #var waitingtime to current time; 

- reset #var i to #var interval + current  

time; 

    - Go back to step 5 

    Break; 

   End if 

  End while 

 End while 

Stop 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 137 – No.7, March 2016 

21 

9. APPENDIX III 
Experimental images of the prototype 

 

Figure 2: Figure showing “ResMon” running 

 

Figure 3: Figure showing resource consumption rate of Mozilla Firefox shortly before it was shut down by “ResMon” 
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Figure 4: Figure illustrating parameters used to configure the slowhttptest tool for the experimental attack 

 

Figure 5: Figure showing that the slowhttptest attack tool is “killed” by “ResMon” 
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