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ABSTRACT 

The exponential increase in data over the recent years has 

urged for techniques to log, process and analyze these records. 

Heavy data repositories with a bulk of unprocessed content 

can lead to wastage of storage space as well as loss of hidden 

information.  Since the late 90s, efforts have been taken to 

refine the concept of Knowledge Discovery in Databases and 

data mining. Organizations have started incorporating this 

approach to market their promotions as well as predict the 

buyers‟ choices. This paper is aimed at providing a detailed 

introduction to data mining, review of real world applications 

pertaining to the concept, big data and data mining techniques, 

as well as an integrated overview of the recent studies related 

to smart cities in the field of traffic prediction and forecasting 

energy consumption, especially in Oman. 
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Keywords 
Data Mining, Big Data, Smart City, Clustering, Classification, 

Regression 

1. INTRODUCTION 
Data mining generally refers to the process of extracting 

interesting hidden information from available chunks of data, 

which could otherwise be manually impossible. Even though, 

this description provides a rather raw image of data mining, 

the concept has been defined in various formats in the past. 

These varying definitions can be attributed to the introduction 

of the phrase “Knowledge Discovery in Databases” in the first 

Knowledge Discovery in Databases (KDD) Workshop (1989). 

Since then, researchers and authors have related KD to Data 

Mining, with some claiming both to mean the same, mainly 

due to the fact that knowledge is the product obtained from 

mining data. One of the first attempts to precisely explain 

knowledge discovery was made in [1], where it was defined as 

the nontrivial extraction of implicit, previously unknown, and 

potentially useful information from data. Although, the 

definition was explicitly meant for knowledge discovery, it 

was merged as a synonym for data mining and incorporated in 

[2], further clarifying that, it encompassed a number of 

technical approaches such as clustering, classification, 

analyzing changes and detecting anomalies. Initially, several 

approaches highlighted data mining from the knowledge 

discovery perspective, but, researchers have since then, 

performed analysis and focused on data mining and 

techniques as seen in [3]. A clear definition of data mining [4] 

states that, it is a search for the relationships and global 

patterns that exist in large databases which are hidden due to 

immensity of data, such as relationship between patients and 

their medical diagnosis. Even though, popular approval sided 

with the synonymous usage of the terms „Data Mining‟ and 

„Knowledge Discovery‟, several data analysts and researchers 

have debated on the clarity of this trend. The first distinct 

explanation for the two terms was provided in [5], referring to 

Knowledge Discovery as the entire process of discovering 

new information from data sources, of which, Data Mining is 

a step wherein particular rules and algorithms are applied. 

These algorithms form the basis of knowledge discovery so 

that interesting patterns can be extracted from the given data. 

Apart from Data Mining, KD involves a series of activities 

such as data preparation, data selection, data cleaning and 

preprocessing, mining for interesting relationships and 

presenting and visualizing the acquired patterns. 

The above definitions and descriptions of Knowledge 

Discovery and Data Mining are theoretically formulated from 

the need for it in today‟s world. The development of 

technology has gradually resulted in the replacement of 

manual logs by machine. Data have since been accumulated, 

using the traditional file processing systems in an unordered 

way. This led to the mismanagement of data which was later 

replaced by databases. The ease of use of related databases 

have allowed most organizations to adopt the technology for 

storing their transactions and related information. The number 

of databases was approximated to be around five million in 

early 90s; 20 years later, one can just imagine the volume of 

data accumulated in various technological sites. Hence, data 

acquisition can be recognized as a double-edged sword. Even 

though it implements an ease-of-use data storage strategy for 

organizations, data can pile up at an immense rate creating 

raw and unprocessed records. Despite this perception, the 

large amount of accumulated records can be utilized in an 

advantageous manner if it can be processed using appropriate 

means. It is logical to predict the existence of interesting 

relationships or hidden patterns in records aggregated over the 

years. Often, this information can be used to describe the 

records stored, find patterns in a users‟ transaction which was 

previously unknown, predict forthcoming data and most 

importantly use these details to create an information rich 

smart system [6]. If a user‟s behavior can be predicted by an 

organization using machine learning methods on existing 

dataset, it can prove to be an advantage as they now have to 

culminate only a known required amount of resources for the 

particular customer. This is one example of how data mining 

can be used to create a smarter environment. The next section 

further illustrates certain real time applications of data mining. 

This paper aims at providing a detailed analysis of data 

mining, its development and implications in the real world. 

Several examples have been chosen to indicate the usage of 

data mining in retail, medicine and health care as well as in 

the educational arena. The progress of this reviving 

technology to satisfy the big data culture and the emerging 

concept of smart cities are further analyzed in this paper. . 

The paper structure is as follows. Section 2 provides an insight 

to various real time applications of data mining. Popular 

techniques adopted for these applications are discussed in 

Section 3. The emergence of big data and inherent 

technologies are stated in Section 4. The concept of Smart 
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City and the possibility of its successful implementation in 

Oman is explained through Section 5 and 6 respectively.  

2. REAL TIME APPLICATIONS OF 

DATA MINING 
Applications of data mining are now increasingly visible in 

day-to-day life. The various methods in which these mining 

techniques are implemented to extract interesting patterns, and 

benefit trade, health and medicine, as well as educational 

fields are examined in this section.  

2.1 Retail and Services 
Trade, business and entrepreneurship form a very important 

sector of development. Most of the data dealing with business 

related transactions are stored in data warehouses and never 

again accessed for cleansing or analysis purposes [7]. If 

processed and initiated appropriately by data analysts, this 

data could no doubt render useful relationships, predict 

forthcoming transactions as well as make it easier for the 

business owners to regulate their customers‟ purchases. The 

most basic example of a successful data mining application in 

this field is the largest retailer in US, Walmart. With its 

attempt to revive the failure in marketing online and e-

commerce, Walmart began using creative, yet logical methods 

to reach out to their customers in contrast to normal centers in 

the retail industry [8]. The supply chain had been collecting 

and storing a large amount of information continuously over a 

countable period of time, which is now used as leverage. It 

can claim to house details of more than 145 million 

Americans at present, linking their information to their 

personal websites, pages, and their activities across the 

internet. In other words, Walmart acquires data from their 

consumers using digital interfaces and links them to their 

personal accounts, any other chunk of information available 

online, or from a raw source. This information is then 

aggregated with existing or new algorithmic rules, in order to 

provide specific details about the customer behavior. 

Customer behavior can refer to the prediction of their next 

purchase, times at which they visit the shop, comparison to 

global consumption strategies and prediction of diseases and 

other biological impacts. Walmart has successfully 

implemented a complicated procedure which some claim to 

have violated privacy of their consumers [9]. On the contrary, 

it is otherwise impossible to maintain a discreet image in this 

digitized world where every step we take logs some record 

into a database, and the accurate manipulation of these data is 

the reason that lead Walmart to achieve great success.  

Target is yet another famous retail icon which employed data 

mining to target customers. Irrespective of the legitimacy of 

the source, [10] reported that the corporation had successfully 

predicted pregnancy in one of their customers by mining the 

combination of products bought. She was further provided 

with condiments and related promotion goods. Even though it 

sounds simple, mining of large complex databases is not an 

easy task and hence, recent discussions have led researchers to 

develop frameworks which could accurately predict consumer 

behavior [11, 12]. This can lead to rough estimation of the 

budgets required and sales made by different industries for a 

period of time, further allowing data outliers to be defined and 

their characteristics to be listed. Even though Walmart‟s data 

analytics schemes have allowed it to race way ahead, 

upcoming retail industries are also utilizing data mining on 

their large warehouses to provide consumers with what they 

require at any given time. Since shopping is not expected to 

zone out soon, data analysis and discovery in this field is a 

very sought-after procedure. 

The telecommunication industry proudly own large data 

warehouses, wherein millions of call records are logged in 

every second. The bulk of data can be efficiently mined to 

benefit the companies involved and create a better customer 

service environment. Data mining and Business Intelligence 

applications in the telecom field faces four key challenges, 

also known as the 4 Cs: Consolidation, Commoditization, 

Customer service, and Competition [13]. Availability of data 

and algorithmic research has allowed better marking and 

customer relation management using Neural networks, 

Association rules, classification and clustering. High traffic 

related network faults can also be predicted using prior 

behaviors in data Telecommunication Alarm Sequence 

Analysis. Another area in which data mining has overcome 

existing challenges is in Subscription Fraud Detection using 

Deviation Detection and Anomaly detection [14]. 

2.2 Medicine and Health Care 
Apart from successes in the business and retail arena, data 

mining has reflected its advantages in the field of medicine 

and health. The formulation of algorithms is still in its very 

basic stage due to the complexity of health care and slower 

rate of technology adoption [15]. Prediction algorithm is the 

main approach focused upon by medical informatics 

professionals. Researchers are aiming to aggregate patient 

data and relative response throughout consultation in order to 

predict the outcome of interest. Furthermore, it aims at using 

data mining to predict the effectiveness of certain surgical 

procedure, medical tests and medications [16]. This in turn, 

can help raise the standards of clinical decision making and 

thereby, contribute to the health and safety of people. In [17], 

the research used a simplified data set with twenty patient 

records to predict the patient‟s long term clinical status in 

physiotherapy. The dataset had only three attributes which 

stored the patient‟s health, the timing and complications of the 

operation and the outcome which was recorded two years after 

the successful treatment. After implementing data mining 

techniques (DMTs) such as naïve Bayesian classifier and 

decision trees on the available dataset, the research provided 

predictive results for patients undergoing the operation. This is 

one of the few approaches which can be undertaken to 

implement data mining in medical informatics.  

Predictive analysis in the field of microbiology has been 

mainly related to mining genome related data. Researches 

were conducted on DNA microarrays consisting of thousands 

of genes, aiming at diagnosis of various diseases. In this 

approach, researchers target to answer biological questions by 

mining thousands of genomic datasets iteratively, potentially 

spanning various molecular activities, technological platforms 

and model organisms [18]. The most popular objective of 

genome related data mining is to revolutionize health care by 

intensifying our knowledge in the molecular level of the 

disease. Once data is mined at a core level, it will 

consequently be easier to determine the basis of various

diseases, which can further be built upon using higher level 

research [19]. This approach is data intensive accommodating 

huge datasets which are highly heterogeneous. Hence, a lot of 

challenges are involved in this process, such as, the inability 

of conventional algorithms to scale well due to the large 

integrated dataset, as well as, data storage leading to wastage 

of unsustainable amounts of space for large repositories. 

Related researches in the present scenario have mainly tried to 

concentrate on solving these issues. One of the technical 

solutions involved usage of web applications instead of in-

house strategies to aggregate datasets, and programmatic APIs 

with do-it-yourself solutions for computational queries [20]. 
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Therefore, medical based data mining focused on predictive 

models to predict patient outcomes, surgery success rate, as 

well as the disease at a molecular level. 

 

 

Figure 1: Data Mining Techniques 

 

2.3 Higher Education 
An upcoming application of data mining is undertaken by 

higher educational institutions due to the gradual hike in the 

amount of data along the years. Data mining in this discipline 

is used to understand student behavior, such as the trends 

which would indicate student transfer, credit hours trend as 

well as the skill sets of various clusters of students and their 

redundant characteristics [21]. 
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In [22], the authors have described different grounds on which 

mining technology can be applied, such as analysis and 

visualization of student scores using math and graphs, 

predicting student performance with regression techniques and 

fuzzy association rules, outlier detection from the lot by 

inheriting supervised, unsupervised, or semi-supervised 

learning, grouping students and managing classes accordingly 

by clustering such as k-means, model-based and hierarchical 

agglomerative, as well as planning and scheduling time tables 

and studying hours using regression, clustering and 

classification. Decision trees and back propagation cluster 

neural networks are further used to plan educational training 

courses at present. 

Therefore, business and retail, medicine and health care, and 

higher education form three major sectors where the effects 

and advantages of employing data mining can be observed. 

3. DATA MINING TECHNIQUES 
Section 2 highlighted the areas where data mining is used in 

real life. This section will focus on the conventional 

techniques utilized by analysts to implement the data mining 

algorithms.  

3.1 Classification 
The most common technique used in mining is Classification 

[23].  Classification, as the name suggests, allows the user to 

classify large populous data into a model which sorts them 

into a predefined set of classes. Fraud detection, classifying 

patients from primary health care centers to specialists, and 

credit risk applications are a few ways in which classification 

is implemented [24]. Classification process often employs 

supervised learning and classification, and is mostly used for 

predictive modeling. Some of the popular algorithmic models 

employed in classification are decision trees, neural networks, 

Bayesian classification, Support Vector Machines (SVM) and 

classification based on association.  

3.2 Clustering 
Clustering is another DMT which has gained popularity 

among the mining community. It involves identifying clusters 

and grouping similar objects together in each cluster.  While 

classification is mentioned to have employed supervised 

learning, clustering process mainly uses unsupervised learning 

method (some clustering models use both) [25]. Analyzing the 

similarity in organizational behavior, financial trends and 

clustering homes based on energy consumption are a few 

algorithms used in this technique. Even though researchers 

have mainly focused on evaluating and implementing 

Partitioned (K-means) algorithms [26, 27], other clustering 

methods include Hierarchical (CURE, BIRCH), Grid – based 

(STING, WaveCluster), Model-based (Cobweb) [28], and 

Density based (DBSCAN) [29]. 

3.3 Regression 
Regression is a technique used for predictive modeling. Often 

related to classification, regression technique also includes 

Support Vector Machines (SVM) is in the case of the former. 

The idea of regression analysis is to model a relationship 

between one or more attributes (independent and dependent 

variables) in the dataset, so that the change in one of the 

variables can be used to predict the values of the other. It can 

also be used to predict the advantages and disadvantages of 

the future market as well as the course of resource 

consumption in the coming years. Since, real world prediction 

requires the integration of many complex attributes, different 

models (as in the case of classification) have to be used to 

implement prediction. Classification and Regression Trees 

(CART) is a decision tree algorithm which uses classification 

trees to classify the dependent (response) variables and 

regression trees to predict the values of the response variables 

continuously. Different regression methods used are logistic 

regression, linear regression, multivariate linear regression, 

nonlinear regression and multivariate nonlinear regression.   

Due to the emergence and invention of data mining algorithms 

and techniques at present, it should be noted that optimal 

DMTs, models and algorithms should be chosen as per the 

requirements of the project or research, and a considerable 

amount of data should be collected in order to achieve 

expected results and analyze them appropriately. A few 

common data mining techniques, examples and their 

characteristics are illustrated in Figure 1. 

4. MINING BIG DATA: 

TECHNOLOGIES 

 

Figure 2: Big Data Perspective: Blind men and the 

elephant[30] 

In the above figure, famously titled as “the blind men and the 

elephant”, four blind men are seen identifying the object from 

various perspectives, consequently logging in different data 

about the same object from four different views. Furthermore, 

if the object is expected to grow in size, and the four men 

discuss their identified characteristics, data obtained from 

them becomes even more complex. This is a simple analogy to 

explain the generation and enormity of big data [31]. The data 

mining concepts and applications discussed in this paper prior 

to this section were mostly related to big data. Normal data is 

characterized by small volumes of data, which have batched 

velocities and are structured in terms of variety [32]. These 

data can be stored into a simple computer‟s main memory for 

mining. As the volume and the velocity of data flow increases, 

it reaches a stage where it can no longer be stored on a normal 

PC.  In the bioinformatics research [33], authors state that Big 

Data approach is relatively new in Health Informatics and it 

can be used to predict high level patient information if a 

transitional approach is undertaken beginning from molecular 

level. Therefore, it led to various solutions to mine data at this 

volume, such as, introduction to Scalable parallel Classifier 

using parallel processors [34, 35] as well as use cloud 

architecture for storage [36]. 

The definition of big data was gradually standardized by IBM 

[37] to four Vs – namely Volume, Velocity, Veracity and 

Variety. Volume relates to the scale of stored data; since 2.5 

quintillion bytes are created every day, and 6 billion people 

out of the existing 7 billion own cellphones, the data storage is 

expected to rise to at least 40 zettabytes at the end of 2020. 

Velocity analyses the rate of streaming data, i.e., it is 

determined by the speed at which data is logged into the 

system. A huge amount of data can be generated if the user 

data is stored in every second and these data cannot be stored 

into relational database as discussed earlier. Most common 
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example in the present era for data velocity lies in the social 

media website Twitter , where people tweet about trending 

topics every second, creating a large amount of data in a very 

short time. In 2013, [38] cited that more than 140 million 

active users publish over 400 million tweets every day. Most 

automated data does not often present erroneous details, but 

the automated system could have flawed at some time and 

created incorrect information; this is the basis of veracity 

which indicates the existence of uncertain data. Many users 

often doubt the accuracy of data and this lead to further 

complexity of the huge dataset. Finally, the data logged into 

databases can be structured, unstructured, graphical, text or in 

any form, such as the different attributes which characterize 

health related levels as discussed in Section II. Even though 

these features describe Big Data, there have been 

contradictions to the standardization of this definition [39] 

stating that the definition of Big Data Analytics should be 

determined by the question “why” rather than “what”. The 

three perspectives that can define Big Data space includes 

„learning over knowing‟, „extreme experimentation‟ and the 

„new IP‟, which could trigger people to think of it as an entity 

which occupies a lot of space, rather than a huge amount of 

data. 

There exist a lot of technologies which can be used to 

implement Big Data Analysis. Hadoop is an open source 

software framework, which can be used to process huge 

datasets on a distributed file system. It is growing to be one of 

the popular technologies due its fault-tolerance, ability to 

withstand hardware failure, stream access to data sets and 

most importantly support large datasets [40]. Hadoop 

Distributed File System (HDFS) normally houses data in the 

order of gigabytes or terabytes. Since HDFS is mainly used to 

store raw files, it is often integrated with other software 

technologies during data mining. HBase is an open source, 

non-relational database which supports the distributed system 

and is used to store data during implementation. HIVE is also 

a storage model which incorporates relational database and 

SQL like techniques. More often than not, Hadoop is clustered 

with MapReduce, a software framework introduced by Google 

to process huge datasets [41]. Another, upcoming technology 

among statisticians is R, an open source statistical 

programming language widely used for statistical software 

development and data analysis. Recent researches have 

suggested the integration of R with Hadoop in three ways: R 

with Streaming, Rhipe and RHadoop, in order to merge 

analyzing techniques of the former with solutions to data 

storage and big data problems from the latter [42]. 

Big Data architecture in Hadoop is as shown in Figure 3. 

Various issues are expected to be faced by Big Data in the 

future. Data from secure agencies can be mined to generate 

important relationships and predict outcomes which can help 

national security and important decisions. But these benefits 

are often subdued by concerns over data protection and 

security [43]. Policies over privacy of data acquired, 

intellectual property and liability will need to be addressed. 

Furthermore, a talented workforce will be required to learn, 

analyze and understand big data. There is a tendency for 

organizations to face shortage of data analysts in the near 

future. It is also seen that companies will have to access data 

from multiples sources to create a reliable big data 

application, and this would not be an easy task. Therefore, 

solutions to these problems are to be formulated in order to 

overcome these challenges and implement analysis on big 

data. 

 

Figure 3: Hadoop Big Data Analytics Infrastructure [44] 

5. SMART CITY: THE EMERGING 

CONCEPT 
Converging technologies have led to the rise of smart cities 

[45]. The gradual progress from the invention of smart 

phones, tablets, meters, cars, homes have finally headed to the 

concept of Smart City. With its widespread citation in written 

works and steady growth, authors have attempted to describe 

the concept in various forms; but there still isn‟t an accepted 

international definition [46].  [47] defines a six-function 

typology for the creation of smarter cities, which include 

smart economy(competitiveness), smart people (social and 

human capital), smart governance (participation), smart 

transport (transport and Information and Communication 

technology), smart environment (natural resources), and smart 

living (quality of life). It is said that the Focus Group on Smart 

Sustainable Cities (FG-SSC) formulated their definition of 

Smart Sustainable City after regarding about hundred prior 

definitions with, “A smart sustainable city is an innovative 

city that uses information and communication technologies 

(ICTs) and other means to improve quality of life, efficiency 

of urban operation and services, and competitiveness, while 

ensuring that it meets the needs of present and future 

generations with respect to economic, social and 

environmental aspects [48]. Authors [49] have also linked the 

derivation of this concept to researches based on virtual cities, 

ubiquitous cities and computable cities from the late 90s. 

Certain indicators were also mentioned which could rate the 

smartness level of cities such as, adoption of OpenData and 

OCG Standard, free WiFi, project implementation of 

augmented reality for tourism, crowdfunding initiatives, 

decisions taken by crowdsourcing, implementation of 

INSPIRE Directive and quantity of public services achievable 

through applications. These definitions can be related to the 

technological layer overlaid on the already existing cities. One 

has to break down this phrase so that common man can 

understand the concept of Smart cities, its importance and 

contribute in its growth and development. It is often 

misinterpreted that smart cities have much to do with smart 

electronics, devices and objects. Although these are some of 

the important components in the smart network, cities can be 

described as being “smart” only if it utilizes ICT to create an 

environment where the pillars of the city (people, economy,  

can work , interact and consequently  improve the quality of 

living.  

Human population is expected to rise to about 9 billion in the 

next fifty years, out of which, three in every five would live in 

urban areas [50]. Urbanization has always promised a higher 

standard of living; but, it has also led to problems which 

increasingly obstruct the way of life. Heavy traffic is an issue 

which is pondered upon in urban areas, as the number of 
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personal vehicles has been increasing over time. This has led 

to traffic congestion during commute and delay in reaching 

workplace and destinations. A very high scope for traffic 

prediction is seen at present, as solutions to this issue can lead 

to a tremendous improvement in the urban way of life. 

Various approaches in traffic prediction include, prediction of 

traffic inducing nodes in spatially correlated clusters using 

Affinity Propagation and Neural Networks [51]. Simulation of 

real time data showed that this method could help predict the 

future traffic conditions in each of the cross roads. Similarly, 

Auto Regressive Integrated Modeling Algorithm and its 

enhanced versions are utilized for short term and long term 

traffic predictions, achieving expected results as seen in [52]. 

Energy demand has also faced a steep rise in urban areas due 

to the increase in the production and usage of smart devices. It 

is said that more than half the world population lives in cities, 

and utilizes about 75% of the worlds‟ energy production. 

Hence, urban life has led to the overall consumption of the 

produced energy with a demand for more. Energy 

consumption with degrading resources is a liability and hence, 

data mining with forecasting models have been employed to 

predict the future energy consumptions. Attempts at predicting 

energy consumption at city, building, and appliance levels can 

be reviewed in [53, 54, 55]. At the city level, k-means 

clustering followed by time series forecasting was seen as a 

good approach, leading to the reinvention of the energy bill 

for most cities of United States. Government and authorities 

can use this processed information to regulate and visualize 

the energy consumption in cities through comparisons, graphs 

and tables. Similarly, outlier detection which can predict faults 

in building energy consumption is also reviewed, with CART 

integrated with GESD as the best approach for fault diagnosis. 

The discussed aspect would create a smart economy, smart 

participation as well as smart transportation in cities as traffic 

and energy consumption can now be forecasted using Data 

Mining Techniques. The major feature about proposing smart 

cities in the present world is the utilization of ICTs to create a 

sustainable environment; a concept which has failed to kick-

start in many countries even with water management 

strategies, green environment schemes, etc. [56, 57, 58]. 

Therefore, a fine proposal has to be stated in order to integrate 

the various aspects of urban life and initiate the development 

of smart cities around the world. 

6. INTRODUCTION TO SMART CITIES 

IN OMAN* 
Sultanate of Oman, a country which lies in the Arabian 

Peninsula is well known for its solar energy received 

throughout the year, but, electricity production of the nation is 

fully attributed to the abundant oil, gas and coal reserves [59]. 

Due to the increase in population and economic growth in the 

recent years as well as development of the industrial sector, 

demand for electrical power in the region has been growing 

rapidly. Despite efforts of securing energy resources, the 

demand has increased to about 8-10% in the recent years [60]. 

Sustainability and energy efficiency concepts in order to 

satisfy the demands of the public as well as conserve the 

depleting resources have pushed the electricity authorities to 

turn to renewable energy sources and make effective changes 

in the current electricity production management. They have 

also concluded that energy efficiency could almost halve the 

amount of gas consumed, thereby helping to sustain resources 

[61].  Similarly, development of transportation which involves 

road traffic and accidents is another dimension which can be 

delved into, in order to promote smart cities in the country. 

Royal Oman Police statistics indicate that more than five 

hundred people die due to road accidents in Oman every year, 

which estimates the nation to be one of the highest in traffic 

accident rate [62].  

Researchers in Oman have often overlooked the concept of 

smart cities, therefore, only a few documents pertaining to this 

issue can be observed from this region All these sources either 

explain the concepts of smart cities [63], or analyze potential 

areas and data without dealing with mining techniques [64, 

65]. A data analysis report of residential electricity usage was 

published in [66] which provided results, but failed to mention 

the methodology used to mine and analyze the available data. 

The process of Knowledge Discovery in Databases is yet to be 

promoted and its advantages should be reviewed by mining 

existing datasets in the field of economy, transportation, 

energy and other modules which could lead to the formation 

of smart cities.  Smart City initiatives can be bootstrapped 

through a self-sustainable model as presented in [67]. In this 

paper, the authors have mentioned three dimensions, namely 

political, technological, and financial so as to model smart 

cities in a country. Political dimension should involve the 

emergence of smart city departments, similar to IT 

departments, where in the administrative side of the 

technology is developed and managed. The technological 

dimension should facilitate the technological equipment which 

can store data and improve its availability as Open Datasets. A 

coherent self-sustainable business model should emerge and 

manage the source of finance for the entire setup. This model 

can be adopted in order to begin a smart urban culture in 

Oman. 

7. CONCLUSION 
This paper presented a review of data mining, different 

applications and techniques involved during data analysis, as 

well as the emergence of the concept of smart cities and its 

association with the data mining technology. 

The paper clearly describes the evolution of the terminology 

of data mining and knowledge discovery of databases as well 

as the necessity and importance of its existence during this 

“bulk-data” era. It also denotes how data mining techniques 

are used to ease the commercial aspects in our daily life. Real 

Time applications of Data Mining are further described using 

three major areas, namely, Retail, Medicine and Healthcare as 

well as, Higher Education. It is seen that DMTs are more 

commonly applied in retail in order to market products and 

increase sale. Apart from shopping centers, health care units 

are emerging with surgery outcome prediction rates for 

advanced diseases, while, higher education which is relatively 

new to the field, are finding new ways to create a healthy 

study environment and redefine pupils‟ interests in their area 

of study. Classification, clustering, and regression, which are 

the most commonly used data mining techniques worldwide, 

are also described precisely in this paper. 

Big Data technology has been a fast growing concept in the 

past few years due to the increase in production and storage of 

data over the years. This paper delves into the major notions 

of big data and the way it is perceived by the data mining 

community in the present era. Another feat achieved by DM is 

its ability to develop notions for smart cities, wherein various 

components such as energy, transport, economy, environment, 

and people intermingle to form a sustainable and hence, smart 

society. A few works based on smart cities are represented in 

the Table 1. This shows that development of this technology 

will be able to accurately predict various entities such as 

energy consumption, road traffic etc., thereby, allowing 

people to make quicker, smart decisions, devising into a much 

anticipated Smart City. 
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*This literature review is conducted as a pre-requisite for a 

project to suggest the concept of smart cities in Oman, 

wherein traffic and energy consumption data will be mined 

and forecasted to achieve a predictive model for the region.

Table 1 Different works based on the notion of Smart Cities

Author(s), Year Paper Title DMTs used Observations/ Areas focused 

Carlos Costa, Maribel 

Yasmina Santos, 2015 

Improving Cities Sustainability 

through the use of Data Mining in a 

context of Big City Data 

k-means clustering, 

time series forecasting 

Validity of simulated dataset is not 

confirmed. Near accurate energy 

prediction and reinvention of the 

energy bill can open new doors to a 

sustainable environment. 

Imran Khan, Alfonso 

Capozzolia,, Stefano Paolo 

Corgnati, Tania Cerquitelli, 

2013 

Fault Detection Analysis of 

Building Energy Consumption 

using Data Mining Techniques 

CART, k-means 

clustering, DBSCAN 

Faults could be detected more 

accurately using CART with GESD 

outlier detection than clustering 

Alexandra Moraru,  D 

Mladenić, 2012 

Complex Event Processing and 

Data Mining for Smart Cities 

Association rules 

using Weka machine 

learning toolkit 

Results contradicted pre-

assumptions; hence, larger volume of 

data should be mined for clarity of 

results. 

Bowu Zhang, Kai Xing, 

Xiuzhen Cheng, Liusheng 

Huang, and Rongfang Bie, 

2012 

Traffic Clustering and Online 

Traffic Prediction in Vehicle 

Networks: A Social Influence 

Perspective 

Affinity propagation, 

clustering, neural 

networks 

Predicts traffic inducing nodes on 

road clusters. Real time traffic 

prediction yet to be performed. 

Bei Pan, Ugur Demiryurek, 

Cyrus Shahabi, 2012 

Utilizing Real World 

Transportation Data for Accurate 

traffic position 

ARIMA, HAM, time 

series prediction, 

regression 

Long term and short term prediction 

of traffic can be performed 

accurately 
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