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ABSTRACT 

This paper describes the application of adaptive neuro-fuzzy 

inference system (ANFIS) model for classification of liver 

tumor as benign or malignant by analyzing CT liver images. 

Decision making was performed in four stages: in the first 

stage, image is enhanced to improve its quality. In the second 

stage, the liver is extracted based on thresholding and 

boundary extraction algorithms. Then it is given as input to 

Fuzzy C-mean (FCM) clustering algorithm to segment it's 

inside tumor object. In the third stage, texture features and 

Discrete Wavelet Transformation features are extracted. In the 

fourth stage, the ANFIS classifier is trained by these extracted 

features using the backpropagation gradient descent method in 

combination with the least squares method. To evaluate the 

effect of each type of features on the tumor classification 

process, these two sets of features are trained separately to 

take the right decision to classify the liver tumor as malignant 

or benign. The performance of the proposed approach was 

tested and evaluated using a group of patient's CT images and 

the experimental results confirmed that the proposed approach 

has potential in identifying the tumor type. 
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1. INTRODUCTION 
Liver tumor is one of the highest causes of death due to cancer 

[1] [2]. Liver cancer (Hepatocellular carcinoma HCC) is the 

sixth most common malignant tumor in the world and the 

third most common cause of death from cancer [3]. According 

to World Health Organization Statistics cancer is responsible 

for 7.6 million deaths worldwide annually. Deaths from 

cancer worldwide are projected to continue rising, with an 

estimated 13.1 million deaths in 2030 [4]. Tumor can be 

classified into two types, malignant and benign. The type 

which doesn’t spread to other organs is called benign tumor. 

In the other hand, the malignant tumor may invade and spread 

to other organs. 

In order to give effective treatment to patients, doctors will 

need to know the features of the tumor [5]. An early diagnosis 

of liver problems will increase patient's survival rate [6]. An 

accurate detection and proper segmentation of liver tumor 

from Computed Tomography (CT) image is of high 

significance especially for early detection and diagnoses of 

cancer [1]. In the past two decades, CT has been widely used 

as the accurate noninvasive imaging technology for liver 

cancer diagnosis [7]. 

Liver segmentation is the first important step in automatic 

diagnosis of liver cancer [8]. Liver segmentation of an image 

is essential task before extracting features of liver diseases 

and plays an important role in the research of liver cancer 

CAD [9] [10]. Feature extraction and representation is a 

crucial step for digital image processing. 

Texture features can be employed to discriminate between 

different tumors. The texture features from CT images can be 

extracted directly from the spatial space or from a transformed 

space. Wavelet transform is a better tool for feature extraction 

from images [11]. It is necessary to detect and diagnose 

malignant tumors, so that early treatment can save many lives. 

Automatic identification of CT liver tumor image is a 

challenging task.  

It is proven that the artificial neural networks (ANNs) have a 

greater predictive power which is used for diagnosis of 

diseases [12]. Fuzzy set theory plays an essential role in 

uncertainty decision making in medical applications. Neuro-

fuzzy systems use ANNs theory in order to detect their 

properties by processing data samples. ANFIS is a specific 

approach in neuro-fuzzy development, which has shown 

significant results in modeling nonlinear functions which is 

implemented successfully as a classification tool in 

biomedical engineering [13] [14]. 

This work aims at developing a CAD system to identify the 

liver tumor as benign or malignant. In order to do that the 

ANFIS classifier is used. 

The rest of this paper is organized as follows; Section 2 

presents the related works. Section 3 explains the ANFIS 

classifier. Section 4 presents the data collection. Section 5 

introduces the proposed Approach. Finally, section 6 and 

section 7 are illustrated the experimental results and the 

concluded remarks, respectively.  

2. RELATED WORKS IN TUMOR 

IDENTIFICATIN 
In the literature, there are some studies regarding of liver 

cancer identification. In [15], the hepatic tumor from the CT 

liver images is analyzed utilizing region growing technique,   

watershed method, texture features. These features are used to 

classify the tumor as benign or malignant using Support 
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Vector Machine (SVM) approach. The obtained results 

showed that the performance of the system is more than 96% 

accuracy to classify tumors as benign or malignant. An 

automated CAD system utilizing contourlet transform based 

multi-resolution texture analysis for diagnosis of liver tumors 

is presented in [16]. The obtained results showed that the 

performance of the extracted features based upon contourlet 

transform outperformed that wavelet based features. For 

classification of benign and malignant tumors, based on 

contourlet texture features, the classifier achieves 94.3% 

accuracy, while the highest rate achieved by wavelet 

coefficients is 88.6%. 

Another CAD system was proposed in [17], in order to 

classify two diffused liver diseases, steatosis and cirrhosis. 

First, the liver is extracted by using adaptive threshold and 

morphological processing. Second, in a transformation 

domain, some statistical features are extracted using the 

Orthogonal Wavelet Transform (OWT).Finally, the two-layer 

probabilistic NN was used as a classifier. The classification 

accuracy of 95% was achieved. The next CAD example was 

introduced in [18]. Their system was adapted to classify the 

liver tumors as malignant or benign. As texture parameters, 

only the normalized autocorrelation coefficients were used. 

The SVM classifier is employed and the obtained 

classification accuracy was about 82%. 

Recently, a texture-based CAD system is introduced in [19] to 

discriminate between malignant and benign liver tumors. 

Their work tested several sets of features: gray-level texture 

features, Wavelet Coefficient Texture (WCT) features, and 

Contourlet Coefficient Texture (CCT) features. The 

probabilistic Neural Network classifier is used. The highest 

classification accuracy was 96.7% were obtained with the 

contourlet coefficient co-occurrence features. 

3. ADAPTIVE NEURO-FUZZY 

INFERENCE SYSTEM (ANFIS)  
An ANFIS is a type of artificial neural network that is maps 

first order Takagi–Sugeno fuzzy inference system. This 

technique was originated by Jyh-Shing and Roger Jang in 

1993[13].  The typical two fuzzy if-then rules to describe the 

ANFIS architecture can be expressed as follow: 

Rule 1: if x is A1 and y is B1, then f1=p1x + q1y+r1 

Rule 2: if x is A2 and y is B2, then f2=p1x + q2y+r2 

Where, x and y: are the crisp inputs; Ai and Bi: are linguistic 

variables; fi: are the outputs; p1, q1 and r1: are the adaptive 

consequent parameters that are updated in the forward pass in 

the learning algorithm. Each of the ith node at layer l 

denoted as 𝑂𝑙,𝑖 . 

3.1 ANFIS Architecture 
ANFIS architecture is consists of five layers of nodes as 

shown in figure 1. The detailed function of each layer is 

illustrated as follows. 

 

 

Fig 1: ANFIS architecture 

In the first layer, each node in this layer is adaptive node. The 

outputs of this layer are the fuzzy membership grade of the 

inputs as follows.  

𝑂1,𝑖 = 𝜇𝐴𝑖 𝑥 , 𝑓𝑜𝑟 𝑖 = 1, 2 

𝑂1,𝑖 = 𝜇𝐵𝑖−2 𝑦 , 𝑓𝑜𝑟 𝑖 = 3, 4                          (1) 

Where,  μAi  x   ,  μBi−2 y  can adopt any fuzzy membership 

function.  

A generalized bell membership function is selected due to the 

smoothness and concise notation. The bell membership 

function is specified by three parameters a, b, c. These 

parameters are referred to as premise parameters 

𝜇𝐴𝑖
 𝑥 =

1

1+  
𝑥−𝑐𝑖
𝑎 𝑖

 
2
 

𝑏𝑖
                                       (2) 

Where  ai  , bi andci: the parameters of the membership 

function (MF). 

In the second layer, each node is fixed node. Nodes are 

labeled with M, indicating that they perform as a simple 

multiplier. The outputs of this layer can be formalized as: 

𝑂2,𝑖 = 𝜔𝑖 =  𝜇𝐴𝑖
 𝑥 𝜇𝐵𝑖

 𝑦 , 𝑖 = 1, 2                        (3) 

Which are the so-called firing strengths of the rules. 

In the third layer, the nodes are fixed and they are labeled 

with N, indicating that they play a normalization role to the 

firing strengths from the previous layer. The outputs can be 

formalized as: 

𝑂3,𝑖 = 𝜔 𝑖 =
𝜔 𝑖

𝜔1+ 𝜔2
,   𝑖 = 1, 2                                  (4) 

Which are the so-called normalized firing strengths. 

In the fourth layer, the nodes are adaptive nodes. The output 

of each node is simply the product of the normalized strength 

and the first order Sugeno model as follows. 

𝑂4,𝑖 = 𝜔 𝑖𝑓𝑖 = 𝜔 𝑖 𝑝𝑖𝑥 + 𝑞𝑖𝑦 +  𝑟𝑖 , 𝑖 = 1, 2         (5) 

The p, q, r parameters in this layer is referred to consequence 

parameters. 

In the fifth layer, there is only one single fixed node labeled 

with S. This node performs the summation of all incoming 

signals. The overall output of the model is given by: 

𝑂5,𝑖 =  𝜔 𝑖𝑓𝑖 =

𝑖

 𝜔𝑖𝑓𝑖𝑖

 𝜔𝑖𝑖
                                  (6) 
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3.2 Learning Algorithm of ANFIS 
The task of the learning algorithm for this architecture is to 

tune all the modifiable parameters, namely {ai , bi , ci} and 

{pi , qi , ri}, to make the ANFIS output match the training data. 

When the premise parameters ai , bi and ci of the membership 

function are fixed, the output of the ANFIS model can be 

expressed as: 

𝒇 =  𝝎 𝟏𝒙 𝒑𝟏 +  𝝎 𝟏𝒚 𝒒𝟏 +  𝝎 𝟏 𝒓𝟏 +  𝝎 𝟐𝒙 𝒑𝟐 +  𝝎 𝟐𝒚 𝒒𝟐

+  𝝎 𝟐 𝒓𝟐                              (𝟕) 

Which is a linear combination of the modifiable consequent 

parameters p1, q1, r1, p2, q2 and r2. The least squares method 

can be used to identify the optimal values of these parameters 

easily. A hybrid algorithm combining the least squares 

method and the gradient descent method is combined to train 

this model. The least squares method (forward pass) is used to 

optimize the consequent parameters with the premise 

parameters fixed. Once the optimal consequent parameters are 

found, the backward pass begins immediately. The gradient 

descent method (backward pass) is used to adjust optimally 

the premise parameters corresponding to the fuzzy sets in the 

input domain. The output of the ANFIS is calculated by 

employing the consequent parameters yielded in the forward 

pass. The output error is used to adapt the premise parameters 

by means of a standard backpropagation algorithm. It has 

been proven that this hybrid algorithm is highly efficient in 

training the ANFIS [13] [14]. 

4. DATA COLLECTION 
To evaluate the proposed CAD system, a dataset of liver CT 

were chosen from EL-Mogy Radiography Center at Mansoura 

University, the data sets contained a total of 100 images 

stored in JPEG format (among of them 50 cases with 

malignant liver tumors and the rest are 50 cases with benign 

liver tumors). 

5. PROPOSED METHODOLOGY 
The aim of this work is to present a CAD system to identify 

the liver tumor as benign or malignant. The proposed 

approach consists of four successive stages as shown in 

Figure 2.  

Firstly, image enhancement stage, to improve the quality of 

the input image. The second stage, is image segmentation to 

extract the liver and tumor. The third stage is feature 

extraction and selection to extract the main features of the 

tumor object using special and transformation domains 

techniques. Finally, the ANFIS classifier is employed to 

classify the tumor as benign or malignant. 

 

Fig.2 The proposed system block diagram 

5.1 Image Enhancement 
The original CT images of different scans and patients may 

have different contrast [20]. Thus morphological filter of 

mask 3*3 is employed to remove noise. 

5.1.1.1 Morphological filtering 
Morphological filter is used for noise reduction as well as 

decoupling attached organs. For an input image (I), using a 

structuring element (B), the image is once dilated to 

become 𝐼𝑑𝑖𝑙 , and once eroded to become 𝐼𝑒𝑟𝑜𝑑 . The average of 

both dilated and eroded images produces 𝐼𝑎𝑣𝑔 , as described in 

equations (8, 9). 

 𝐼𝑑𝑖𝑙 = 𝐼 ⊕ 𝐵       

𝐼𝑒𝑟𝑜𝑑 = 𝐼 ⊖ 𝐵                                                (8)                                 

𝐼𝑎𝑣𝑔 =
𝐼𝑑𝑖𝑙 + 𝐼𝑒𝑟𝑜𝑑

2
                                                  (9)                      

The new value assigned to the filtered image ( 𝐼𝑓𝑖𝑙𝑡 ) at a 

certain location (i, j) is decided based upon the value of  𝐼𝑎𝑣𝑔  

at the same location, as described by equation (10). 

𝐼𝑓𝑖𝑙𝑡  𝑖, 𝑗 =     𝐼𝑑𝑖𝑙  𝑖𝑓  𝑖, 𝑗 ≥  𝐼𝑎𝑣𝑔 (𝑖, 𝑗) 

                          𝐼𝑒𝑟𝑜𝑑  𝑖𝑓  𝑖, 𝑗 <  𝐼𝑎𝑣𝑔  𝑖, 𝑗                    (10) 

The input and output of the morphological filter is presented 

in the following figure 3.  

 

(a) 

 

(b) 

Fig 3: (a) Original input liver CT image. (b) Filtered 

image using 3*3 morphological filter. 
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5.1.1.2 Phase-2: Image thresholding 
The output filtered image is then subjected to a thresholding 

process to be converted to binary image, in order to be further 

processed. As shown in figure 4, the thresholded image is then 

cleaned using morphological consecutive opening and closing 

processes. The main purpose of this cleaning process is to 

remove the small noise from the binary image. The connected 

component algorithm is implemented to find out the 

connected parts in this image. Then, the largest boundary is 

found.  

 

(a) 

 

(b) 

Fig 4: (a) Output of threshold process. (b) Cleaned 

threshold image. 

5.2 Liver and Tumor Segmentation 
Image segmentation is "the process of partitioning a digital 

image into multiple segments to simplify or change the 

representation of an image into something that is more 

meaningful" [21]. It is often a first step in a computer vision 

system for medical images diagnosis [8]. 

The ultimate aims of this stage are:   

I) Segmenting the liver from the input CT image by 

separating it from other organs in the CT scan.  

II) Segmenting the suspicious regions from the extracted 

liver. In order to do that we used the same methods in 

[22] which can be illustrated as follows:   

5.2.1 Liver Segmentation 
In multi-phases process, the liver is extracted via a set of 

preprocessing steps.  

5.2.1.1 Phase-1: Boundary extraction 
The boundaries of the detected components are extracted 

afterwards, then the largest boundary is extracted based upon 

the assumption that the liver is normally the largest organ in 

the input CT image. 

5.2.1.2 Phase-2: Masking 
Finally a mask is created by region filling algorithm to fill 

inside the largest boundary only. 

5.2.1.3 Phase-3: Element-wise multiplication 
By applying element-wise multiplication between the 

developed mask and the original input, the segmented liver 

can be obtained as shown in the following figure 6. 

 

 

(a) 

 

(b) 

Fig 5: (a) Mask created, (b) Segmented liver image 

 

5.2.2 Tumor Extraction using FCM 
Clustering algorithms can be classified into hard clustering 

algorithms and soft clustering algorithms. Soft clustering 

algorithms associate an object to a particular cluster based on 

the degree of membership of this object to a particular cluster, 

using membership values to specify the convergence of an 

object to a cluster. Fuzzy C-means is a popular flat soft 

clustering algorithm, which is rather better than hard K-means 

[23]. In the proposed methodology, FCM clustering technique 

is used to segment the previously extracted liver into three 

clusters detecting the tumors as well. For each segmented 

liver image, FCM is applied to cluster its pixels into three 

different clusters i.e. background, liver and suspicious based 

on the intensity levels as shown in figure 6. Based on the 

number of elements belonging to each cluster, an image 

containing the suspicious regions is detected. The small 

regions in this image are removed compared to the main 

suspicious regions, as they will be mainly noise or wrong 

pixels assigned to this cluster. Finally, only the suspicious 

region image is obtained as output of this stage.  

 

(a) 

 

(b) 

Fig 6: (a) Pixels belonging to liver cluster. (b) Pixels 

belonging to suspicious region cluster. 

5.3 Features Extraction 
Feature extraction is the operation to extract various image 

features for identifying or interpreting meaningful physical 

objects from image. 

5.3.1 Spatial Domain based Features Extraction 
In this proposed work, the following 5 different texture 

features are considered [24]. 

1- GLCM (Gray Level Co-occurrence Matrix): is a 

statistical method of extracting textural features of 

an image. It is tabulation of how often the different 

combinations of pixel brightness value occur in an 

image. 

2- Contrast: It measures the local variations in the 

gray-level co-occurrence matrix. 

𝐶𝑂𝑁 =   𝑖 − 𝑗 2. 𝑐𝑜 𝑖, 𝑗                  11           

𝑖,𝑗𝜖𝐺

 

3- Correlation: It measures the joint probability 

occurrence of the specified pixel pairs.  

𝐶𝑂𝑅 =  𝑃(𝑖, 𝑗)(𝑖 − 𝜇𝑖)(𝑗 − 𝜇𝑗

𝐺−1

𝑖,𝑗=0

)/𝜎𝑖𝜎𝑗      (12)        

4- Energy: It provides the sum of squared elements in 

the gray-level co-occurrence matrix (GLCM), also 

known as uniformity or the angular second moment.  

𝐴𝑆𝑀 =   𝑐𝑜 𝑖, 𝑗  2

𝑖,𝑗 ∈𝐺

                                    (13)    

5- Homogeneity: It measures the closeness of 

distribution of elements in the gray-level co-
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occurrence matrix (GLCM) to the GLCM diagonal. 

𝐻𝑂𝑀 =  
𝑃(𝑖, 𝑗)

1 +  𝑖 − 𝑗 
𝑖,𝑗

                                 (14)  

5.3.2 Wavelet Based Feature Extraction 
Wavelet transform which provides representation of an image 

at various resolutions is a better tool for feature extraction 

from images [11]. 2D Discrete Wavelet Transform (2D DWT) 

is used in image processing as a powerful tool solving to 

image analysis, denoising, image segmentation and other. 

This technique decomposes the images into different 

frequency sub-bands components and then study each 

component with a resolution matched to its scale. 

The DWT can be formalized as:  

W m, n =  f x ψm,nx  x                                      (15) 

where, discretized scale and translation parameters are given 

by a = 2j  ve b = k2j   k, jϵZ . Then, wavelet basis function is 

written in as: 

ψj,k x = 2−
j
2ψ 2jx − k                                            (16) 

In two-dimensional transforms, the DWT is applied to each 

dimension separately. This yield a multiresolution 

decomposition of the image into four subbands called the 

approximation (low frequency component) and details (high 

frequency component). The approximation (A) indicates a low 

resolution of the original image. The detail coefficients are 

horizontal (H), vertical (V) and diagonal (D). Figure 3 

presents process of CT liver cancer image being decomposed 

into approximate and detailed components. This process is 

repeated continuously putting the approximation (A) sub-

image through another set of low pass and high pass filters up 

to eight levels yielding 24 features for each input image as 

shown in the following figure 7. 

 

Fig. 7: Multi level Decomposition of CT Liver Cancer  a) 

Approximation A1 b) Horizontal Detail H1 c) Vertical 

Detail V1 d) Diagonal Detail D1 e) Approximation A2 f) 

Horizontal Detail H2 g) Vertical Detail V2 h) Diagonal 

Detail D2. 

here, the proposed approach is used this method to extract the 

wavelet features from The CT images of liver to help in the 

process of distinguishing between the malignant cancers and 

benign ones.  

 

 

5.4 Tumor Identification using ANFIS 
The proposed approach is used ANFIS for classification of 

CT liver tumors as malignant or benign.  

The texture features and Discrete Wavelet Transformation 

features are extracted.  ANFIS classifier is trained by these 

extracted features using the backpropagation gradient descent 

method in combination with the least squares method. To 

evaluate the effect of each type of features on the tumor 

classification process, these two sets of features are trained 

separately to take the right decision to classify the liver tumor 

as malignant or benign. 

6. EXPERIMENTAL RESUTS AND 

EVALUATION 
The proposed scheme is tested on 100 images stored in JPEG 

format (among of them 50 cases with malignant liver tumor 

and the rest are benign liver tumor). The output plots of the 

training and testing data obtained from ANFIS classifier are 

illustrated as shown in the following Figure 8. 

 
 

 (a) 

 
 

 (b) 

Fig. 8: (a) ANFIS output of training data against test data 

using texture features (b) ANFIS output of training data 

against test data using DWT based features 

The texture features and DWT based features with the 

misclassified tumors enclosed in green circles. In texture 

based features Experiment, as shown in Table 1, of the 25 

benign tumors, 23 were correctly identified as benign (TN), 

and two tumors were misclassified as malignant (FP). On the 

other hand, 22 tumors were correctly identified as malignant 

(TP) and only 3 tumors were misclassified as benign (FN).  In 

DWT based features Experiment, as shown in Table.2, 24 

tumors were correctly identified as benign (TN) and one 

tumor was misclassified as malignant (FP). On the other hand, 

24 tumors were correctly identified as malignant (TP) and one 

tumor was misclassified as benign (FN). 

To evaluate the diagnostic results, we used three measures 

named “Sensitivity”, “Specificity” and “Accuracy” which are 

defined as follow: 
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𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                     (17)        

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                       (18)         

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
      (19)        

Where TP, TN, FN, FP stands for true positive, true negative, 

false positive and false negative, respectively. 

TABLE 1. Confusion Matrix of Obtained Results from 

Test Set using Texture Based Features 

CAD System Positive Negative 

Positive (Malignant) 22 3 

Negative (Benign) 2 23 

 
TABLE 2. Confusion Matrix of Obtained Results from 

Test Set using DWT based Features 

CAD System Positive Negative 

Positive (Malignant) 24 1 

Negative (Benign) 1 24 

 
The performance of the proposed approach is presented in the 

following table 3. 

TABLE 3. Performance Measures of the Proposed System  

Feature 

Extraction 

Technique 

Accuracy Sensitivity Specificity 

Texture features 90% 91.6% 90% 

DWT Features 96% 96% 96% 

 

7. CONCLUDED REMARKS  
In this paper, the adaptive neuro-fuzzy inference system 

(ANFIS) classifier is trained by texture features and Discrete 

Wavelet Transformation features separately is proposed to 

classify CT tumor images into two classes that are malignant 

and benign. As the experimental results clearly show that the 

DWT is more effective than traditional texture features. 

The logical next step in the future work is an intelligent 

advisory system to recommend appropriate treatment actions 

based on automated process to extract advanced tumor 

features and specify the type of the infection. 
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