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ABSTRACT  
Distributed learning discusses different strategies in which 

learners can communicate with each other. The different 

strategies are data analysis, predicting future learner in an 

efficient way to access the learning methods. In this paper the 

distributed learning has proposed an optimized solution for the 

fore coming learners. The idea of distributed learning is to 

analyse the weblog data traversed by the previous learners.  Data 

mining is a process of mining the previously unknown data to 

make shape up useful knowledge or patterns from large 

databases. The distributed linear programming is the 

mathematical approach used in this paper to classify web sites 

from the weblog data for a specific purpose. Distributed learning 

approach is used in support vector machine and linear regression 

method. This paper recommends the fore coming learners to go 

through the identified web links in order to get high score. 
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1. INTRODUCTION 
In this paper it explores the collection of web log data, analysis, 

and visualization of complex data which plays major role in 

Data mining research and business. Powerful tools obtained 

from applied statistics, mathematics, and computational methods 

are used to uncover the meaning behind complex data sets 

[1][2]. The Data Mining and Information analysis are integrates 

these from linear programming concepts to provide web 

designer with statistical information and theoretical basis 

knowledge for approaching challenging data analysis problems 

[4]. Web designer trace and learn how to develop and observing 

analysis from making predictions, to search through large 

collections of data for rare and unexpected patterns.  

 

The student’s details are retrieved from the weblog and mining 

process is done in distributed environment. Consider an on-line 

test for students and this test are conducted by some institutions 

which may consist of N-number of colleges. From this test result 

the institutions can get the entire toppers list from each and 

every college to make the other students use the same sites to get 

good score [11][12]. Now the concern top scorer student in  

college have to retrieve the web log data for make a prediction 

about the top scorers and this will be used for the fore coming 

batch of students. This information mining can be done through 

the Linear Regression and support vector machine. Mining result 

will be useful for the students appearing for the fore coming 

online test. From this online test they can easily predict which 

source of website is very useful for the online test and also omit 

which website is given only limited information. 

 

The objective of this paper is Mathematical Linear programming 

approaches to the fundamental problem like feature selection 

(i.e.) which web site is efficient for e-learning in cluster of 

website. The feature selection problem considered is that of 

discriminating between two methods while recognizing 

irrelevant and not recommended features. This creates effective 

model that often generalizes better to new unseen data [3]. This 

new distributed e-learning discuss about previous learners web 

log data who are all top scorer in college. So retrieve top scorer 

weblog data for mining. From this extracted data can 

recommend the fore coming learners and also for present 

learners through weblog data [13][14]. A mathematical linear 

programming formulation of this problem is proposed that is 

mathematically justifiable and computationally implementable 

in a finite number of steps.  A resulting simplex Algorithm is 

utilized to discover very useful survival. 

 

2. RELATED WORKS 
The analysis of Web log which talks about to advices website 

owner about a better way to improve the offer, information 

about what user has faced whether it is problems occurred to the 

users, and even about problems for the security of the site. 

Traces about hacker attacks or heavy use in particular intervals 

of time may be really useful to configure the server and adjust 

the Web site from the analysis of weblog data [7]. Parallel and 

distributed computing which talks about expected to reduce 

current mining methods from the sequential method. Parallel and 

distributed method can provide the massive datasets, and 

improving the response time. The main challenges include 

synchronization and communication minimization, work-load 

balancing, finding good data layout and data decomposition, and 

disk I/O minimization, which is especially important for data 

mining [5]. Distributed data mining and agents which talks 

about multi agent system, the major drawback in single system 

is privacy, limited distributed nodes and bandwidth. In this work 

it broadly discusses about the connection between Distributed 

Data Mining and Multi Agent System. It focuses on distributed 

clustering algorithms and it’s developed into applications in 

multi-agent-based problem solving method. This paper discusses 

one application domain, sensor networks, and potential 

shortcomings of the current algorithms. This work presented 

privacy and presents a new algorithm for privacy-preserving 

clustering [18]. A load-balanced distributed parallel mining 

algorithm which talks about Parallel and distributed Apriori 

algorithm. The older Apriori method takes long time to find the 
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frequent patterns when the database contains a large number of 

transactions. It’s also applicable for parallel and distributed 

techniques to effectively speed-up the mining process. Its goal is 

to reduce the frequency of database scans and to balance the 

computation loads among participated computing nodes. In the 

proposed method, a database has only to be scanned once 

because metadata are stored in the form of Transaction 

Identifiers (TIDs). This approach takes item set counts into 

consideration to improve load balancing as well as to reduce idle 

time of processors. In this proposed system algorithm, each 

transaction has a unique Transaction Identifier, called TID. By 

using hash functions to store TIDs in a table structure, the 

number of item sets can be quickly calculated without the need 

of re-scanning the database [19]. 

3. SUPPORT VECTOR MACHINE 
A support vector machine is (SVM) is a classification for 

different data to build a hyperplane, this new constructed 

method can separates the data into two different categories. This 

classification is identified error-bound analysis has been 

motivated for support vector data. Support vector machines had 

significant success in numerous learning tasks. The most 

machine learning algorithms, they are generally applied using a 

randomly selected training set classified in advance [4][18]. This 

method is defined over a vector space in which the problem is to 

find a decision surface that best separates the data vectors into 

two classes. In this simplest linear form, an SVM is a hyper 

plane that separates a set of positive examples from a set of 

negative examples with maximum margin. By using hyperplane 

it will classify into linear attribute and non-linear attribute data. 

 

          
                  Figure.1 Support vector machine 

 
In SVM operator, a predictor variable (i. e) unknown data is 

known as an attribute, and a transformed attribute that is used to 

define the hyper plane is called a feature. The task of choosing 

the most suitable representation is known as feature selection of 

data to show what type of it. A set of features that describes one 

case is called a vector. So the goal of SVM modelling is to find 

the optimal hyper plane that separates clusters of vector with one 

category of the target variable are on one side of the plane and 

cases with the other category are on the other size of the plane. 

The vectors near the hyperplane are the support vectors. 

For example the above figure 1 represents the sample diagram 

for Support Vector Machine. The figure has two different 

categorized data (i.e.) oval shape represents Number of Hits and 

Diamond shape represents Duration of time used by students. 

These two different data are clearly differentiated by the hyper 

plane line. It is represented between the two data. From this 

diagram the support vector data are identified, which is the some 

data are placed near to the hyper lane and this data is known as 

the support vector. 

 

In this work, the SVM is used to classify the student’s weblog 

data from one student to another student and it also compares the 

student outcome from one location to another location. From the 

classification error bound analysis is made by the support vector 

data. Support vector machines had significant success in 

numerous learning tasks. This information mining can be done 

through the Linear Regression and support vector machine. 

Mining result will be useful for the students appearing for the 

fore coming online test. From this online test they can easily 

predict which source of website is very useful for the online test 

and also omit which website is given only limited information. 

  

4. SIMPLE LINEAR REGRESSION 

ANALYSIS 
Regression analysis is a statistical technique that attempts to 

explore and model the relationship between two or more 

variables. For example a Website owner wants to know if there 

is relationship between Visit duration and number of Hits in the 

website then the Regression analysis forms an important part of 

the statistical analysis of the data obtained from weblog data. As 

website owner being the process of optimizing their site, they 

need the ability to accurately measure the results of your efforts 

[21][23]. If the website designer continuously make changes 

before or cannot analyze web status they will not be able to 

effectively track the website. This analyzing work will be 

effective if it’s done in Linear Regression. The Analyzing 

attribute are Visit duration, key phrases, Page tracking, web 

status error report, Number of Hits, How long person using the 

website. 

                            

From the below analysing attribute Number of Hits and duration 

hour to read the particular website are going to use in this Linear 

Regression Analysis. A linear regression model attempts to 

explain the relationship between two or more variables using a 

straight line.  

 
         Table 1. Weblog Data Used in regression Calculation 

                         

S.No 

 

Number 

of Hits(X) 

Duration 

In Minutes(Y) 

 

X * Y 

 

1 10 100 1000 144 

2 15 88 1320 49 

3 25 95 2375 9 

4 20 80 1600 4 

5 35 105 3780 169 

6 05 70 350 289 

7 20 54 1080 4 

8 10 42 420 144 

9 33 149 4917 121 

10 30 161 4830 64 

11 22 67 1474 0 

12 24 140 3360 4 
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13 28 110 3080 36 

14 30 125 750 64 

15 33 105 3465 121 

16 13 122 1586 81 

17 19 90 1710 9 

18 25 93 2325 9 

19 27 188 5076 25 

20 29 200 5800 49 

    

5. REGRESSION LINE 
The true regression line corresponding to Eqn. (1) is usually 

never known. However, the regression line can be estimated by 

estimating the coefficients and 
^

0 for an observed data set [24] 

[25]. The estimates, 
^

1 and 
^

0, are calculated using least squares. 

The estimated regression line, obtained using the values of 
^

1 

and β0, is called the fitted line. The least square estimates, 
^

1 and 

^
0 

    =  

                                                               Equation -1 

The least square estimates of the regression coefficients can be 

obtained for the data in Table    

                  

                              8 4  

 

 

 

               Knowing and 
^

0 the fitted regression line is  95.8 

Distributed Problem solve by using simplex Method 

 10 X1 + 100 X2 + 1000 X3    =    144 

 20 X1 + 29 X2   + 200 X3     =   5800  

 12 X1 + 24 X2    + 140 X3     =   3360  

 

These above Equations are fetched from Table – 1 randomly and 

these values are containing the attribute maximum number of 

hits and maximum number of duration used by the students for 

online cat exams [26]. But these are perfectly not applicable for 

solving in simplex method so according to maximum number of 

value framing general equations for solving minimization 

iteration in simplex method. 

 

Z = 8x1 + 10x2 + 7x3 

X1 + 3x2 + 2x3 <= 10 

X1 + 5x2 + x3 <= 8 

X1, x2, x3 >= 0 

 
         Table 2. Simplex Iteration - I 

 

1 3 2 1 0 0 10 

1 5 1 0 1 0 18 

-8 -10 -7 0 0 1 0 

                 

      

           Table 3. Simplex Iteration – II 

 

2/5 0 7/5 1 -3/5 0 26/5 

1/5 1 1/5 0 1/5 0 8/5 

-6 0 -5 0 2 1 16 

 

        

      Table 4. Simplex Iteration – III  

 

0 -2 1 1 -1 0 2 

1 5 1 0 1 0 8 

0 30 1 0 8 1 64 

 

 

X=8, X2=0, X3=0, S1=2, S2=0, Z=64 

 

 From this final simplex tableau, the 

maximum value of z is 64. Therefore the 
original solution of minimization problem is 

z = 64. 

 From the above result is derived from three 

topper students’ web log data. In this result 

web site owner can predict exact web site 

that’s which website students hits most of 

the time for online exam. Web site owner 

can also recommended these web sites 

through online forum of the organization 

and also not recommended least number of 

hits in the web site (i.e.) less than of 5 hits. 

 

6. RESULTS AND DISCUSSIONS 
The frequently accessed websites viewed by top scorer students 

can be easily retrieved through the mining process. Using data 

mining tool Tiberius the pictorial representation is shown below. 

In this tool it mines the weblog data which is fetched from top 

scorer students. Obtained from this result the extracted 

information can recommend efficient websites which are related 

to the online test. This is also useful for current and fore coming 

learners. By gathering these information student will update the 

current status of information for the online test. 
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                    Figure 2. Pie Chart 

 
From the table-1 web site owner can revealed that who are the 

students used website for how many minutes. The duration of 

time can be easily viewed through Pie chart. The pie chart 

represented maximum duration in large space and minimum 

duration in small size. 

 
 
Figure 3. Linear Regression Data Plot by using Values from     

Table-1 

 
The above figure represented as the linear regression model that 

can be used to explain the relation between X and Y that is seen 

on the scatter plot above. In this model, the mean value of Y 

(abbreviated as E(Y)) is assumed to follow the linear relation β0 

+ β1x [16][17]. 

 

E(Y) =    β0 + β1x         -------- Equation -2                   

The actual values of Y, (which are observed as yield from the 

chemical process from time to time and are random in nature), 

are assumed to be the sum of the mean value, E(Y) E(Y), and a 
random error term  

Y = E(Y) + € 

  =   β0 + β1x + €     ---  Equation - 3        

The regression model here is called a simple linear regression 

model because there is just one independent variable, X, in the 

model. In regression models, the independent variables are also 

referred to as regression or predictor variables. The dependent 

variable, Y, is also referred to as the response [6]. The slope, β0 

and β1, and the intercept, β0and β1 of the line E(Y) = β 0+ β 

1are called regression coefficients [8]. The slope, β1, can be 

interpreted as the change in the mean value of Y for a unit 
change in X. 

 
 
           Figure 4. Kernel mode in support vector machine 

 
Out of 200 it has 15 support vectors. The above diagram 

represents support vector table by using support vector machine 

visualization. In this representation the first 15 data which is 

included in table are considered as a support vector data and the 

remaining data are categorized into non-support vector data [9]. 

Because the non-support vector data are not near to the hyper 

lane vector. 

 

 
 
        Figure 5. Kernel mode plotted Function value 

  
The above figure represented the function value for two attribute 

which is Number of hits and Duration of time spend in web 

pages during the online exam. The two attributes are clearly 

plotted in green dots which are shown in the above diagram. So 

left side of data plotted as number of hits attribute and right side 
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of data was plot as a Duration of Time attribute. According to 

the support vector these are two attribute categorized into two 

types. Now the support vector data are calculated according to 

the hyper lane its will be drawn or mentioned between these two 

attribute. Implementing an SVM operator with an adequate level 

of usability and performance result in accuracy is 87.50%  

 

 SVM implementation allows data with little data mining 

expertise to achieve reasonable out-of-the-box results from the 

200 vectors. From this the total bias (offset) value is 0.311. 

 

The separate value for each attribute is  

W [att1] = 5.352 

W [att2] = 5.588 

 

 
   

Figure 6. Duration of Time measured in Lift and Gain   

Method 

 

The above diagram represented lift and gain about weblog data 

which are two major categorized attributes Number of Hits and 

Duration of Time. From the table-1 data it represented average 

gain of time is 3.2911 and this results are predicted according to 

the time is 8.28.09 so in this time the major number of hits are 

happened with maximum duration browsed belongs to online 

exam and if classification is easier in a high-dimensional feature 

space. 
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