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ABSTRACT 

High dimensional data is phenomenon in real-world data mining 

applications. Developing effective clustering methods for high 

dimensional dataset is a challenging problem due to the curse of 

dimensionality. Usually k-means clustering algorithm is used but 

it results in time consuming, computationally expensive and the 

quality of the resulting clusters depends on the selection of initial 

centroid and the dimension of the data. The accuracy of the 

resultant value perhaps not up to the level of expectation when the 

dimension of the dataset is high because we cannot say that the 

dataset chosen are free from noisy and flawless. Hence to improve 

the efficiency and accuracy of mining task on high dimensional 

data, the data must be pre-processed by an efficient 

dimensionality reduction method. This paper proposes a method 

in which the high dimensional data is reduced through Principal 

Component Analysis and then bisecting k-means clustering is 

performed on the reduced data where there is no initialization of  

the centroids. 
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1. INTRODUCTION 
Cluster analysis is one of the major data analysis methods which 

is widely used for many practical applications in emerging areas 

like bioinformatics. The purpose of clustering is to group together 

data points, which are close to one another. Many algorithms have 

been developed for clustering. Existing clustering algorithms face 

difficulty in handling multidimensional data. The inherent scarcity 

of the points makes multidimensional data a challenge for data 

analysis.  

The most common problem is the rapid degeneration of 

performance with increasing dimensions because the approaches 

are originally designed for low dimensional data. There are many 

approaches to address high dimensionality problem. Simplest 

approach is the dimension reduction techniques. In these methods, 

dimension reduction is carried out as a pre-processing step. The 

standard k-means algorithm generates extremely imbalanced 

clusters in high dimensional spaces. The dependency of the k-

means performance on the initialization of the centres is a major 

problem. If the initial partitions are not chosen carefully, the 

computation will run the chance of converging to a local 

minimum rather than the global minimum solution. The 

initialization step is therefore very important. 

Ideally the centroids are chosen to minimize the total 

“error,” where the error for each point is given by a function that 

measures the discrepancy between a point and its cluster centroid, 

e.g., the squared distance. Note that a measure of cluster 

“goodness” is the error contributed by that cluster. For squared 

error and Euclidean distance, it can be shown that a gradient 

descent approach to minimizing the squared error yields the 

following basic K-means algorithm. However k-Means algorithm 

has the drawbacks of very time consuming and computationally 

expensive. 

Several attempts were made by researchers for 

improving the performance of the k-means clustering algorithm. 

Typically the dimensionality reduction is accomplished by 

applying techniques from linear algebra or statistics such as 

Principal Component Analysis. This  paper proposes a new 

approach to reduce the dimension of the data and find cluster 

using Bisecting K-Means which is better than K-Means where 

initial centroids is not required. 

 

2. METHODOLOGY  

2.1. Principal Component Analysis 

The central idea of PCA is to reduce the dimensionality of the 

data set consisting of a large number of variables .In this paper, 

PCA is used to reduce the dimension of the data. This is achieved 

by transforming to a new set of variables (Principal Components) 

which are correlated and which are ordered so that the first few 

retain the most of the variant present in all original variables. A 

mathematical procedure that transforms a number of (possibly) 

correlated variables into a (smaller) number of uncorrelated 

variables called principal components, which are the linear 

combinations of the original variables. To reduce the 

dimensionality (number of variables) of the dataset but retains 

most of the original variability in the data.  

PCA performs a rotation of the data that maximizes the 

variance in the new axes. It projects high dimensional data into a 

low dimensional sub-space (visualized in 2-3 dims).Often 

captures much of the total data variation in a few dimensions (< 

5). Exact solutions require a fully determined system (matrix with 

full rank) .i.e. A “square” matrix with independent rows. 
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Principal Component can be defined as a linear 

combination of optimally weighted observed which maximize the 

variance of the linear combination and which have zero 

covariance with the previous PCs. The first component extracted 

in a principal component analysis accounts for a maximum 

amount of total variance in the observed variables. The second 

component extracted will account for a maximal account of 

variance in the data set that was not accounted for by the first 

display the same two characteristics: each component accounts for 

a maximal amount of variance in the observed variables that was 

not accounted for by the preceding components and is 

uncorrelated with all of the preceding components. 

 

2.2. Bisecting K-Means Algorithm 

Bisecting K-means is the extension of the basic K-means 

algorithm. It starts with one large cluster of all the data points and 

divides the whole dataset into two clusters. K-means algorithms 

run multiple times to find a split that produce maximum intra 

cluster similarity. Then the cluster with largest size is picked to 

split further. This cluster can be chosen based upon minimum 

intra cluster similarity also. This algorithm is run k-1 times to get 

k clusters. This algorithm performs better than regular K means 

because bisecting K-means produces almost uniform sized 

clusters. While in regular K-means there can be notable difference 

between sizes of the clusters. As small cluster tends to have high 

intra cluster similarity, large clusters have very low intra cluster 

similarity and overall intra cluster similarity decreases. 

Basic Bisecting K-Means algorithm: 

1. Pick a cluster to split. 

 

2. Find 2 sub_cluster using the basic k-means algorithm. 

 

3. Repeat step2, the bisecting step, for ITER times and 

take the split that produces the clustering with the 

highest overall similarity. 

 

4. Repeat steps 1, 2 & 3 until the desired numbers of 

clusters is reached. 

The text should be in two 8.45 cm (3.33") columns with a .83 cm 

(.33") gutter. 

3. PROPOSED METHOD 

As k-means clustering algorithm often does not work well for 

high dimension, to improve the efficiency, we proposed to apply 

PCA on the original data set, to obtain a reduced dataset 

containing possibly uncorrelated variables. Then the reduced data 

set will be applied to bisecting k-means clustering algorithm to 

determine precise number of cluster which overcomes the 

problem of initialization of centroid to make the algorithm more 

effective and efficient to determine precise number of cluster. 

PCA is a transformation, which transforms the dataset 

to a new coordinate system such that the greatest variance by any 

projection of the dataset comes to lie on the first coordinate, this 

is the principal component [6]. PCA is computed by calculating 

the covariance matrix of the n-dimensional dataset. Covariance is 

defined as the amount by which dimensions of a dataset vary from 

the mean with respect to each other. Eigenvectors are found for 

this covariance matrix. These Eigenvectors describe the patterns 

and characteristics present in the dataset. 

 

The steps involved in this proposed algorithm are as follows. 

Input: X= { x1,x2,……xn} 

  

// set of n-data-points. 

 K – Number of desired cluster. 

 

Output:  Reduced data set 

 

Phase-1: Apply PCA to reduce the dimension of the data set 

1. Obtain the input matrix table. 

2. Subtract the mean from the dataset in all the n-dimensions. 

3. Calculate the covariance matrix of this mean-subtracted 

dataset. 

4. Calculate the eigenvalues and eigenvectors of the 

covariance matrix  

5. Forming a feature vector by selecting the eigenvector with 

the largest eigenvalues. 

6. Deriving the new data set. 

 

Phase- 2: Apply Bisecting K-means algorithm for newly derived 

dataset. 

 

1.  Reduce the D dimension of the N data using Principal 

Component Analysis       (PCA) and prepare another N data 

with d dimensions (d<D). 

 

2. The Principal components are ordered by the amount of 

variance.  

 

3. Choose the first principal      component as the principal 

axis for partitioning and        sort it in ascending order.  

 

4. Divide the Set into k subsets where k is the number of         

clusters.  

 

4. EXPERIMENTAL RESULTS 

We  evaluated  the  proposed  algorithm  on  the  data  sets from  

UCI  machine  learning  repository  [9].  We compared  

clustering results  ach ieved  b y the k-means, PCA+k-means 

with random initialization and initial centers derived by the 

proposed algorithm. 
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Data Sets #Samples #Dimensi

ons 

#Number of 
clusters(k) 

Iris 1
5
0 

4 3 
Wine 1

7
8 

1
3 

3 
Glass 2

1
4 

9 6 
ImgSeg 2

3
1
0 

1
9 

7 

 

Algorithm Initial Centroid Accuracy 

(%) 
k-means Random Selection 78.7 

k-means+ 
PCA 

Random 

Selection 
85.97 

Proposed 

Method 
By split 90.55 

 

A
c

c
u
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c

y
 (

%
) 

Table 1.  Dataset description 

 

 

 

 

 

 

The above data sets are used for testing the accuracy and 

efficiency of the proposed method for the value of k, given in 

Table  1.   

Table 2.  Principal component analysis of iris dataset 

 

Compon
ent 

eigenvalue Accumulation(%) 
1 4.224

8 
92.4

6 2 0.242
2 

97.7
6 3 0.078

5 
99.4

8 4 0.023
7 

100.
00  

In this work the number of principal components can be 

decided by a contribution degree of total variance. Table 2 

shows the results obtained by a principal component analysis 

of the Iris data. This shows that three principal components 

explained about 99.48% of all data. Therefore, there is hardly 

any loss of information along a dimension reduction. 

The results of the experiment for Iris data set is tabulated 

in Table 3. 

Table 3.  Performance comparison on iris data 
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Figure 1. Accuracy on three data sets: Iris, Glass, Wine and 

ImgSeg 

Results  presented  in  Figure 1  demonstrate  that   the 
proposed  method  provides  better  cluster  accuracy  than  the 
existing  methods. The c l u s t e r i n g  r e s u l t s  o f  random 
in i t i a l  center are the average results over 7 runs since each 
run gives different results.  It shows the proposed algorithm 
performs much better than the random initialization algorithm. 

 

Table 4 Performance Comparison Based On Time Taken 

Dataset K-Means  

(Time Taken)(s) 

Proposed 

(Time Taken)(s) 

Iris 0.078 0.065 

Glass 0.0158 0.0122 

Wine 0.0167 0.0131 

Imgseg 0.0145 0.0112 

         
 

In figure 2, we compare the CPU time (seconds) of the 

proposed method with the existing methods.  The execution 

time of proposed algorithm was much less than the average 

execution time of k-means when used random initialization. 
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Figure 2: Comparison of time taken 

The experimental datasets show the effectiveness of our 

approach.  This  may  be  due  to  the  initial   cluster  centers 

generated  by  proposed   algorithm  are   quite  closed  to  the 

optimum  solution  and  it  also  discover  clusters  in  the  low 

dimensional space to overcome the curse of dimensionality. 

 

5. CONCLUSION 

In this paper a new approach has been proposed which combines 

the dimensionality reduction through PCA and a bisecting K-

Means algorithm which uses the basic K-Means algorithm. The 

main objective of applying PCA on original data before   

clustering   is   to   obtain   accurate   results.   But   the 

clustering results depend on the initialization of centroid. This  

experiment  shows  a  substantial   improvement  in running  

time   and   accuracy   of   the   clustering   results   by reducing  

the  dimension  and  initial  centroid  selection  using PCA. 

Though it produces better result than the K-Means but when 

number of document increases, the intra-cluster similarity 

decreases. A method or algorithm can be taken for further 

research. 
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