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ABSTRACT 
A new approach to single channel speech enhancement is 

proposed using a modified a priori SNR and spectral gain 

control. The proposed approach is first directed toward finding 

self adaptive averaging factor to estimate the apriori SNR. Next, 

spectral gain is reduced in order to suppress effects of the noise 

in the speech absent frames. Further, in the speech present 
frames, in order to reduce signal distortion, the spectral gain is 

controlled to be unity based on an SNR calculated by using a 

ridgeline spectrum. Finally, the original noisy speech is added to 

the estimated speech in a ratio is controlled by the long term 

averaged SNR of the estimated noise and the noisy speech. 

Computer simulations by using speech signals, the white noise, 

the car noise and the babble noise have been carried out using 

several available methods and the proposed method. It is 

observed that there is improvement in speech quality by the 

proposed method.  
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1.  INTRODUCTION 
Mobile communication systems and various speech processing 

systems have been found their way in our everyday life through 

their vivid use in voice communication, speech and speaker 

recognition, aid for the hearing impaired, and numerous other 

applications [1]. However, in most of the cases the ambient 

environment is noisy which degrades the performance of the 

speech processing systems drastically. Therefore, speech 

enhancement has been a challenging topic of research for many 

years.  

A specyral suppression technique is a hopeful approach, and 
many kinds of noise spectral suppressors have been developed 

for mobile phones. Several methods for estimating a spectral 

gain, which is used to suppress the noise spectrum, have been 

proposed. They include MMSE-STSA [2], MMSE- LSA [3] and 

Joint MAP [4]. Performance of the noise suppressor based on the 

spectral suppression technique is highly dependent on apriori 
SNR to reduce musical noise. However, the enhanced speech is 

accompanied by unpleasant musical noise artefact which is 

characterized by tones with random frequencies. Apart from 

being extremely annoying to the listeners, the musical noise also 

hampers the performance of the speech coding algorithms to a 

great extent.  
This paper is directed toward finding an improved estimate of the 

apriori SNR, which in turn has the affect of reducing the musical 

noise produced by the conventional methods. It has been shown 

in [5] that the key point behind the reduction of musical noise by 

the MMSE estimator [2] is the use of apriori SNR. In this work, a 

method for calculating the time-frequency varying averaging 
factor, used in estimating the apriori SNR, is proposed. 

Furthermore, the spectral gain is adaptively controlled depending 

on whether the speech absent or present frames. The speech 

absent and present frames are precisely detected by using a voice 

activity detector [5]. 

 

2.  SPECTRAL SUPPRESSION      

TECHNIQUE 

Let )(ns , )(nd and )(ny be a clean speech, noise and their 

mixed signal, that is noisy speech, respectively. 

    )()()( ndnsny +=                      (1) 

Let ),( kmS , ),( kmD and ),( kmY be the FFT of )(ns , 

)(nd and )(ny , respectively. m  is a frame number, and k is 

a frequency number. They are related by  

   ),(),(),( kmDkmSkmY +=                    (2) 

The spectral gain ),( kmG at the mth frame is calculated, and 

the noise spectrum is suppressed by  

   ),(),(),(ˆ kmYkmGkmS =                 (3) 

),( kmG is calculated by MMSE-STSA [2] and MMSE-LSA 

[3] using estimated prior and posterior SNRs. A prior 

SNR ),( kmξ , which is a ratio of the clean speech spectrum 

and the noise spectrum, and a posterior SNR ),( kmγ , which is 

a ratio of the noisy speech spectrum and the noise spectrum, are 

expressed by 
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           { }2),(),( kmSEkms =λ               (6)   

  { }2),(),( kmDEkmd =λ                   (7) 

In the above equations, only the noisy speech spectrum 
2

),( kmY is available, and the other spectra should be 

estimated. The prior SNR ),( kmξ can be estimated by [2]. 
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Where ),1(ˆ kmS − denotes the amplitude estimate of the kth 

speech spectral component, ),1( kmd −λ is the estimate of 

variance of the kth noise spectral component in the 
thm )1( − analysis frame, the operator ][⋅P denotes half wave 

rectification, and α denotes an averaging parameter. 

Considering the maximum-likelihood estimate of the apriori 

SNR, we have { })1,(),( −= kmEkm γξ . 

 

3.  PROPOSED MODIFICATION OF 

APRIORI SNR 

In the expression of ),(ˆ kmξ given by (8), the choice of α is 

critical. In general, α is given a value very close to 1. It has 

been shown [4] that the closer the value of α is to 1, the lesser is 

the musical noise, but there is more “transient distortion” to the 

resulting signal. Balancing these two effects, reported results in 

the literature usually set α a constant value in the range 0.95-

0.99 with a few exceptions [6][7]. But using a constant α has 

certain drawbacks. Consider an example as a test case where 

α =0.98, and the posterior SNR shows a pulse like behaviour, 

i.e., for 1mm < and 2mm > , it is very low as compared to its 

values in the interval 1m to 2m , where 1m and 2m  denote, 

respectively the frames of rising and falling edges. At 1m , a 

signal component suddenly goes  high such that 

),1(),( 11 kmkm −≥ γγ . Since ),(ˆ kmξ contains 98% of 

the previous frame estimated SNR, it will fail to respond to this 

change. Rather, ),(ˆ kmξ  will rise slowly and ultimately begin 

to follow posterior SNR in this high SNR region ( 1m to 2m ) 

with some delay. Similarly at 2m , ),(ˆ kmξ fails to respond to 

the abrupt downfall of posterior SNR and only after a certain 
delay converges to the low SNR level. Therefore, it will be 

logical to use a much smaller value of α in these transitional 

areas. In [7], an adaptation scheme for α has been defined based 

on the assumption that the additive noise is stationary and the 

noise energy does not change significantly from frame to frame. 
A formulation using the frame energy is given by  
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Where ∑=
km kmYE

2
),( . Clearly, the above expression 

for α is based on intuitive arguments. In this work, we develop 

an expression for self-adaptive α  based on MMSE criterion to 

account for the abrupt changes in the speech spectral amplitude. 

The proposed modification in the estimation of apriori SNR is 

given by   

    ( ) ]1),([),(1),1(
~
),(),(̂ −−+−= kmPkmkmkmkm γαξαξ         (10) 

where ),1(/),1(ˆ),1(
~ 2

kmkmSkm d −−=− λξ . 

Since the estimate ),(ˆ kmξ given by (10) should actually be as 

close as possible to apriori SNR ),( kmξ , we propose an 

MMSE estimator for ),( kmα that minimizes the error 

 ( ){ }),1(
~
/),(),(ˆ

2

kmkmkmEJ −−= ξξξα         (11) 

Given ),1(
~

km −ξ . Substituting (10) into (11), an expression 

for αJ can be obtained as 

( ) ( ) 2222 )1),((),(1),(),1(
~

),( +−+−−= kmkmkmkmkmJ ξαξξαα
.    (12) 

Note that in the above derivation 

( ){ } 1),(2),(21),( 22 ++=− kmkmkmE ξξγ  is 

substituted. This result is obtained assuming that both noise and 

speech spectral coefficients are statistically independent zero 

mean complex Gaussian random variables, and using the relation 

{ } ),(2),(/),( 244
kmkmkmSE d ξλ = ,which follows 

from the definition of the fourth moment with the assumption 

that speech spectral amplitude ),( kmS has a Rayleigh 

distribution [8]. 

 Now equation ),(/ kmJ αα ∂∂ to zero, we obtain an 

expression for optimum ),( kmα as  
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As ),( kmξ is unknown, (13) cannot be used directly. 

Nevertheless, an approximate value of ),( kmα can be 

obtained substituting [ ]1),(),( −= kmPkm γξ  for 

),( kmξ in (13). This is a reasonable substitution 

as { } ),(),( kmkmE ξξ ≅ . If posterior SNR over a region 

shows uniform variation, ),( kmα  will attain a value close to 

1. For any abrupt change, ),( kmα  attains a lower value 

enabling ),(ˆ kmξ  to respond to that change more suitably. 

 

4. ADAPTIVE SPECTRAL GAIN 
In the spectral suppression technique, there exists a trade-off the 

large residual noise due to a lack of noise suppression and speech 

distortion caused by over suppression. In this work, an adaptive 

control method for spectral gain is proposed. In this work, the 

noise spectrum is more precisely estimated in the speech absent 
frame. For this purpose, a voice activity detector (VAD) is 

applied. Essentially, in order to estimate the noise spectrum in 

the nonstationary environment, the VAD using the spectral 

entropy [5] is employed. 

 

4.1    Modification of spectral gain 
In the speech absent frames, the spectral gain is more reduced in 

order to well suppress the noise spectrum. 





=
),(

),(
),(

sup

kmG

kmGG
kmG

framespresent speech in 

framesabsent speech in 
    (14) 

Next, in order to reduce speech distortion due to over 

suppression, the minimum values floorG and minG in the 

speech present frames are set to be larger than those in the speech 

absent frames. 

 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 12– No.12, January 2011 

15 

4.2 Adaptive control of spectral gain based on 

speech spectrum estimation 
A ridgeline spectrum and an offset-SNR are estimated as follows 

[5]: 

a) The peak amplitude )(max kY is updated by using the noisy 

speech spectrum ),( kmY as follows:  

      If ),()(max kmYkY < , then ),()(max kmYkY =  

 

b) When the noisy speech spectrum ),( kmY is close to the 

peak amplitude )(max kY , the ridgeline spectrum 

),( kmYedge is updated as follows: If 

)(),( maxmax kYkmY β> , then 

),()1(),1(),( kmYkmYkmY redgeredge µµ −+−=   

c)  An offset SNR (SNRoffset) is calculated based on a ratio of the     

ridgeline spectrum and the estimated noise spectrum, which 

are averaged in the frequency domain. 
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      rµβ ,max and offsetα  are positive constants less than 1. 

SNRoffset is the posterior SNR by which the speech distortion 

does not occur. In the proposed method, SNRoffset is used as 

follows: in the speech present frames, which are detected by 

the VAD, if the posterior SNR is higher than SNRoffset, then 

the spectral gain is set to be ),( kmG =1. 

 

4.3 Adding Original Noisy Speech 
In the spectral suppression technique, the noise spectrum can be 
suppressed, however, at the same time, the speech itself is 

usually distorted. By adding the original noisy speech to the 

estimated speech, the speech becomes more natural at the 

expense of the remaining noise.   

   

In this work, a rate of adding the original noisy speech is 

controlled by the long term average ),( kmavgγ of the posterior 

SNR as follows: 

    ),1()1(),(),( kmkmkm avgavgavg −−+= γαγαγ     (15) 









−+

−+

=

);,(

);,()1(

);,()1(

),(ˆ 22

11

kmG

kmGnn

kmGnn

kmG

otherwise

SNRkmSNR

kmSNR

thth

th

avg

avg

12

1

),(

),(

<<

<

γ

γ
    (16) 
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)(ˆ ns is the estimated speech in the mth frame. The parameters 

are determined by experience as follows: 1n =0.75, 2n =0.15, 

1thSNR =12 dB and 1thSNR =5dB.      

 

5.  RESULTS AND DISCUSSIONS 
In the experiments, noisy speech signals are obtained by adding a 

clean speech signal with white, babble (speech-like), airport, 

train, street and car noise signals which are extracted from the 

NOIZEUS database [9]. Four SNR levels, including 0 dB, 5dB, 

10dB and 15dB, are used to evaluate the performance of a speech 

enhancement system. The proposed, MMSE STSA estimator 

(method1) and the power spectral subtraction (method 2) is also 

conducted for comparisons.  

 The performance of the proposed method is evaluated by 

using the following objective measures 

 

5.1 Time-domain SNR measures 
The time-domain segmental SNR (SNR seg) measure [10] was 

computed is given by                 
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Where )(ns the input is (clean) signal, )(ˆ ns is the processed 

(enhanced) signal, N is the frame length   and M is the number of 

frames in the signal. Table 1 presents the performance 

comparisons in terms of the average segmental (Avg. SegSNR) 

improvement which is computed by subtracting the Avg.Seg 

SNR of noisy speech from that of enhanced speech. All of the 

speech enhancement algorithms provide more Avg.SegSNR 

improvement in low-SNR inputs. The best performance is 

obtained in the case of white noise corruption. It is due to the fact 

that the spectra of white noise widely spread over frequency 

subbands. 
In the cases of low-SNR inputs (0dB and 5dB), the proposed 

approach significantly outperforms the MMSE STSA estimator 

(method1) and the power spectral subtraction (method 2). It is 

attributed to the fact that the proposed method is better able to 

reduce the amounts of residual noise than the other two methods. 

 

5.2 Log-likelihood ratio (LLR) measure 
The performance of the proposed method was evaluated The 

LLR measure [11] for each 20-ms speech frame was computed as 

follows: 

   


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Where sa   and sR are the linear prediction coefficient vector 

and autocorrelation matrix of the original(clean) speech frame 

respectively, and ya is the linear prediction coefficient vector of 

the enhanced speech frame. The LLR is a spectral distance 

measure which mainly models the mismatch between the formats 

of the original and enhanced signals. The mean LLR value was 

obtained by averaging the individual frame LLR values across 

the sentence. The LLR results are tabulated in Table 2, smaller 
spectral distance values (LLR) were obtained by the proposed 

method. 
Figure 1 demonstrates an example of waveform plots for 

comparisons. A speech signal uttered by a male speaker was 

corrupted by babble noise with 5 dB SNR. Since babble noise is 

a speech like noise and how to remove this kind of noise from a 
corrupted noisy speech signal is difficult. Comparing the 

waveforms of enhanced speech shown in Figure’s 1(c), 1(d) and 

1(e), the proposed method significantly improves the 

performance of the speech enhancement system in removing 

background noise. Although the proposed method significantly 
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reduces the amounts of residual noise in speech-pause regions, 

the enhanced 

 

Table 1. Comparisons of Avg. SegSNR improvement 

Noise type SNR 

(dB) 

Enhancement method 

Method1 Method2 Proposed 

Method 

 

 

White 

0 0.02 0.01 5.97 

5 0.23 0.14 7.07 

10 0.79 0.57 8.04 

15 1.62 1.32 8.77 

 

 

Babble 

0 0.9 1.09 4.43 

5 1.43 1.02 3.24 

10 0.04 -0.15 2.34 

15 -1.2 -3.15 -0.88 

 

 

Airport 

0 0.14 1.65 4.26 

5 0.5 0.84 4.16 

10 -2.39 -3.01 -0.8 

15 -1.51 -2.62 -0.25 

 

 

Car 

0 1.54 0.99 5.21 

5 1.66 1.41 5.07 

10 1.04 0.28 2.91 

15 -1.01 -2.55 -0.25 

 

 

Train 

0 1.44 1.45 3.83 

5 2.13 1.24 4.05 

10 -0.42 -0.84 1.79 

15 -1.61 -3.74 -1.68 

 

 

Street 

0 2.26 1.98 4.02 

5 1.25 0.79 3.20 

10 1.38 -0.13 2.74 

15 -1.66 -3.32 -1.00 

 

Table 2. LLR values 

Noise 

type 

SNR 

(dB) 

Enhancement method 

Method1 Method2 Proposed 

method 

 
 

White 

0 2.66 2.59 1.78 

5 2.61 2.68 1.90 

10 2.60 2.56 1.68 

15 2.47 2.36 1.41 

 

 
Babble 

0 1.22 1.16 0.87 

5 0.97 0.91 0.53 

10 0.70 0.68 0.33 

15 0.41 0.60 0.32 

 

 

Airport 

0 1.23 1.10 1.02 

5 0.77 0.84 0.47 

10 0.61 0.71 0.46 

15 0.44 0.62 0.26 

 

 

Car 

0 1.22 1.15 1.02 

5 0.89 0.83 0.45 

10 0.58 0.66 0.37 

15 0.46 0.59 0.28 

 

 
Train 

0 1.37 1.27 1.07 

5 0.98 0.95 0.54 

10 0.85 0.83 0.55 

15 0.67 0.83 0.42 

 

 

Street 

0 1.32 1.20 1.25 

5 1.15 1.07 0.57 

10 0.68 0.68 0.40 

15 0.54 0.66 0.28 

 

speech signal does not been severely deteriorated during speech-

dominant regions. Therefore, the speech quality can be 

maintained at an acceptable level. 
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                             (e)          Time(msec.)  
Fig 1: Time plots of (a) clean speech (b) noisy speech 

corrupted by babble noise with 5 dB SNR, (c) enhanced 

speech using MMSE-STSA estimator, (d) enhanced speech 

using power spectral subtraction and (e) enhanced speech 

using proposed method 

 

Figure 2 shows the spectrograms of a speech signal uttered by a 

male speaker corrupted by babble noise with 5 dB SNR. 

Observing the spectrograms of enhanced speech during speech-

pause regions, the proposed method shown in Figure 2(e) is 

better able to remove background/residual noise than the other 

two methods shown in Figure’s 2(c) and 2(d). An informal 

subjective listening test also reveals that the enhanced speech 

produced by the proposed method sounds like less annoying that 
that produced by the MMSE spectral amplitude estimator and the 

power spectral subtraction methods. 
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Fig 2: Spectrograms of (a) clean speech, (b) noisy speech 

corrupted by babble noise with 5 dB SNR, (c) enhanced 

speech using MMSE-STSA estimator, (d) enhanced speech 

using power spectral; subtraction and (e) enhance speech 

using proposed method. 

 

6. CONCLUSION 
In this work, an effort has been made to develop an optimal 

expression for the time-frequency verying averaging factor in the 

MMSE sense to estimate more accurately the apriori SNR and 

the adaptive spectral gain control for noise suppression. The 

average segmental SNR and the log-likelihood ratio (LLR) are 
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evaluated by using the speech and several noises. The proposed 

metgod is superior to the conventional methods in all noise 

environments. 
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