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ABSTRACT 

The paper discusses novel image retrieval methods based 
on edge texture of images extracted using morphological 
operators. The existing CBIR techniques are based on the 

feature vectors extracted from morphological edge 
extraction techniques such as simple morphological edge 
extraction technique, Top-Hat transform and Bottom-Hat 
transform. The proposed CBIR techniques are using the 
morphological edge extraction techniques with block 
truncation coding (BTC). The proposed techniques are 
tested on generic image database with 1000 images spread 
across 11 categories. In all 55 queries (5 from each 

category) are fired on the image database. The average 
precision and recall of all queries are computed and 
considered for performance analysis. The experimental 
results show that use of BTC over morphological shape 
images for feature extraction improves the performance of 
image retrieval with reduced computational complexity for 
query execution. In all BTC with simple morphological 
edge extraction based CBIR method (SMBTC) gives best 
performance. 
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1. INTRODUCTION 
Information retrieval (IR) is the science of searching for 
documents, for information within documents, and for 
metadata about documents, as well as that of searching 
relational databases and the World Wide Web. There is 
overlap in the usage of the terms data retrieval, document 
retrieval, information retrieval, and text retrieval, but each 

also has its own body of literature, theory and technologies. 
IR is interdisciplinary, based on computer science, 
mathematics, cognitive psychology, linguistics, statistics, 
and physics. Web search engines are the most visible IR 
applications. Images do have giant share in this information 
being stored and retrieved, making image retrieval one of 
the key research field in IR. Content Based image retrieval 
(CBIR) is the area where searching is done using image 

content. 

The images are very rich in the content like color, texture 
and shape information present in them [2]. Retrieving 
images based on color similarity usually involve comparing 

color histograms [11,16], color averages [4,19], BTC [20] 
and other methods. Texture measures look for visual 
patterns in images and how they are spatially defined [14]. 
The identification of specific textures in an image is 
achieved primarily by modeling texture as a two-
dimensional gray level variation, GLCM [10], vector 
quantization codebooks [6], image transforms [7]. Shape 

does not refer to the shape of an image but to the shape of a 
particular region that is being sought out. Shapes are often 
determined by first applying segmentation or edge 
detection to an image [12]. Other methods use shape filters 
to identify given shapes of an image [13,14]. In some case 
accurate shape detection will require human intervention 
because methods like segmentation are very difficult to 
completely automate [15]. Here the paper discusses shape 

texture extraction using morphological operations like 
erosion, dilation, top hat transform, bottom hat transform. 
The block truncation coding (BTC) is applied on the 
extracted shape images to obtain feature vectors of those 
images which are used for CBIR. 

2. MORPHOLOGICAL IMAGE 

PROCESSING 
The group of image processing operations which process 

the image based on shapes is referred as Morphology. In 
morphological operations the output image is created with 
help of applying structuring element to input image. In a 
morphological operation, the value of each pixel in the 
output image is based on a comparison of the 
corresponding pixel in the input image with its neighbors.  
A morphological operation that is sensitive to specific 
shapes in the input image can be constructed by choosing 

the size and shape of the neighborhood. Dilation and 
erosion are the most basic morphological operations. 
Dilation creates the effect os swelling of shapes of the 
objects by adding pixels to the boundaries of objects in an 
image, while erosion forms the object shape shrinking 
effect by removing pixels on object boundaries. The size 
and shape of structuring element decide number of pixels 
added or removed from the objects in an image. In the 

morphological dilation and erosion operations, the state of 
any given pixel in the output image is determined by 
applying a rule to the corresponding pixel and its neighbors 
in the input image. The rule used to process the pixels 
defines the operation as dilation or erosion. In dilation the 
value of the output pixel is the maximum value of all the 
pixels in the input pixel's neighborhood and in erosion the 
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value of the output pixel is the minimum value of all the 
pixels in the input pixel's neighborhood.  
 

3. Block Truncation Coding (BTC) 
Block truncation coding (BTC) [1,20] is a simple image 
coding technique developed in the early years of digital 
imaging. This method first divides the image to be coded 
into small non-overlapping image blocks typically of size 
4× 4 pixels to achieve reasonable quality. The small blocks 
are coded one at a time. For each block, the original pixels 

within the block are coded using a binary bit-map the same 
Upper Mean Color (UM) size as the original blocks and 
two mean pixel values. The method first computes the 
mean pixel value of the whole block and then each pixel in 
that block is compared to the block mean. If a pixel is 
greater than or equal to the block mean, the corresponding 
pixel position of the bitmap will have a value of 1 
otherwise it will have a value of 0. Two mean pixel values 

one for the pixels greater than or equal to the block mean 
and the other for the pixels smaller than the block mean are 
also calculated. At decoding stage, the small blocks are 
decoded one at a time. For each block, the pixel positions 
where the corresponding bitmap has a value of 1 is replaced 
by one mean pixel value and those pixel positions where 
the corresponding bitmap has a value of 0 is replaced by 
another mean pixel value. It was quite natural to extend 

BTC to multi - spectrum images. Most color images are 
recorded in RGB space, which is perhaps the most well-
known color space. As described previously, BTC divides 
the image to be coded into small blocks and code them one 
at a time. For single bitmap BTC of color image, a single 
binary bitmap the same size as the block is created and two 
colors are computed to approximate the pixels within the 
block. To create a binary bitmap in the RGB space, an Inter 
Band Average Image (IBAI) is first created and a single 

scalar value is found as the threshold value. The bitmap is 
then created by comparing the pixels in the IBAI with the 
threshold value.  
 

4. EDGE EXTRACTION 
Assume an image f and a 2-D structuring element K. 
Erosion followed by dilation represents an important 
morphological transform called opening, denoted by 

. Its dual, closing, denoted by  , is a 
dilation followed by an erosion. The residual of the opening 

compared to the original signal, i.e.,  

represents the top-hat transform. Thus, when the opened 
signal is subtracted from the original, the desired detail is 
obtained. Its dual, the bottom-hat transform, is defined as 
the residual of a closing compared to the original image f, 

i.e., . 

Edge extraction is carried out in three ways : 

- Dilating the query image and then subtracting the 
original image from the dilated image.  

- Top-hat transform 
- Bottom-hat transform 

 

5. PROPOSED CBIR TECHNIQUE 
The morphological edge extraction based CBIR methods 

consists of three techniques namely, simple morphological 
edge extraction (SMEE), Top-Hat Morphological Edge 
Extraction (THMEE) and Bottom-Hat Morphological Edge 
Extraction (BHMEE). In the SMEE technique, the original 
image is subtracted from the dilated image to give us the 
feature vector. In THMEE, Top-Hat transform is applied 
onto the  image. In BHMEE, Bot-Hat transform is applied 
onto the image. These existing techniques can be extended 

using BTC[1]. Hence the novel proposed techniques are as 
follows:  

- SMEE with BTC (SM BTC) 

- THMEE with BTC (TH BTC) 

- BHMEE with BTC (BH BTC) 

Table 1 shows the feature vector sizes of both existing and 
the proposed CBIR techniques. The feature vector size in 
the existing morphological edge extraction based CBIR 
techniques is 256x256. Thus in general, for an NxN image 
the feature vector size is N2. The feature vector size  of the 

proposed techniques is reduced to 6 which in turn reduces 
the time required  for query execution. Also the feature 
vector size is independent of the size the image. 

Table 1: Feature Vector size for proposed CBIR 

techniques 

CBIR 
Technique 

Using 

Morphological 
Operators 

[SMEE / THMEE 
/ BHMEE] 

BTC with 
Morphological 

Operators  

[SMBTC / THBTC 
/ BHBTC] 

Feature Vector 
size for NxN 

image 

 

N2 

 

6 

  

6. IMPLEMENTATION 
The discussed image retrieval methods are implemented 
using MATLAB 7.0 on Intel Core 2 Duo processor 
T8100(2.1 GHz) with 2 GB of RAM. To check the 
performance of proposed technique a database of 1000 
variable sized images spread across 11 categories has been 

used [3]. Five queries were selected from each category of 
images. Mean Squared Error (MSE) is used as similarity 
measure for comparing the query image with all the images 
in the image database. Let Vpi and Vqi be the feature 
vectors of image „P‟ and Query image „Q‟ respectively 
with size „n‟, then the MSE can be given as shown in 
equation 1. 

 (1) 

 
To assess the retrieval effectiveness, we have used the 
precision and recall as statistical comparison parameters for 
our proposed technique of CBIR. The standard definitions 
of these two measures are given by following equations. 
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Precision =  

 
(2) 

 

   Recall =  
(3) 

 

7. RESULTS AND DISCUSSIONS 
Figure 1 is a graph plotted between average precision and 
recall and the number of images retrieved. It shows the 
comparison between Simple Morphological Edge 
Extraction (SMEE) and Simple Morphological Edge 
Extraction with BTC (SM BTC). The crossover point 
between precision and recall for SM BTC is higher then 
SMEE. This indicates a performance enhancement in case 
of the proposed techniques over the existing techniques.  

  

 

Figure 1: Comparison between simple edge extraction 

and BTC edge extraction 

The crossover points for Bottom-Hat Morphological Edge 
Extraction with BTC (BH BTC) is higher than the 

crossover point for Bottom-Hat Morphological Edge 
Extraction as shown in figure 2 which shows a graph 
plotted between precision and recall and number of images 
retrieved. This figure also indicates a performance 
enhancement in case of the proposed techniques over the 
existing techniques.  

 

As shown in figure 3, which is a graph plotter between 
average precision and recall and number of images 
retrieved for Top-Hat morphological edge extraction with 
BTC (TH BTC) and Top-Hat morphological Edge 
Extraction (THMEE), TH BTC gives a better crossover 
point that THMEE. Here too it is indicated that the 
performance of the proposed techniques is better than the 
existing techniques. 

 

 

Figure 2: Comparison between simple Bottom-hat and 

BTC Bottom-hat 

 

 

Figure 3: Comparison between simple Top-hat and 
BTC Top-hat 

 

 

Figure 4: Comparison of simple morphological 

techniques with BTC 
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The crossover points are of utmost importance as they help 
us determine the performance of each of the CBIR 
techniques. Hence figure 4 shows a bar chart which shows 
the comparison between the crossover points of the existing 
and the proposed CBIR techniques. As is evident from the 

figure, Morphological Edge Extraction with BTC gives a 
much better performance than the simple Morphological 
Edge Extraction techniques. 

 

8. CONCLUSION 
 

The improvement in the performance of image retrieval and 
the speed of image retrieval are two main thirst areas for 
researchers working on CBIR. Generally achieving better 
image retrieval results gainsay the faster image retrieval. 
The paper shows how the performance of image retrieval 
can be improved even with reduction in retrieval time. Here 
block truncation coding is used over the morphological 

shape images for feature extraction resulting in smaller 
feature vectors and better performance of image retrieval 
indicated by higher precision and recall values. 
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