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ABSTRACT 

Communication network models play a dominant role in optimal 

utilization of resources. The need for congestion control and to 

improve quality of service, it is needed to design new 

communication networks. With this motivation, a two node 

communication network with dynamic bandwidth allocation 

(DBA) having two stage bulk arrivals (BA) is introduced and 

analyzed. The statistical multiplexing of the communication 

network is developed by characterizing the arrival of packets with 

compound Poisson process and the transmission completions with 

Poisson processes. To avoid burstness in buffers, the dynamic 

bandwidth allocation is adapted utilizing the idle bandwidth in the 

transmitter depending on content of the buffer. The network 

performance is evaluated by deriving the performance measures 

like mean content of the buffers, mean delays in transmitters, 

throughput of the nodes, utilization of the nodes etc,. The 

transient analysis of the model reveals that the time has a 

significant influence on predicting the performance measures of 

the communication networks. The sensitivity analysis of the 

model provides evidence that the dynamic bandwidth allocation 

strategy along with bulk arrival consideration can provide the 

performance of the network more close to the reality and avoid 

burstness in buffers. This communication network is much useful 

for Satellite and Mobile communication, Computer 

communication etc. This communication network model also 

includes several of the earlier communication network models as 

particular cases for specific values of the model parameters.  

Keywords: Communication Networks, Dynamic Bandwidth 

Allocation, Two Stage Bulk Arrivals, Performance Evaluation 

1. INTRODUCTION 
Several authors have studied the communication networks as a 

tandem queue. They have considered that the independence 

assumption among the underlined service and arrival process 

(Kleinrock, (1976), Yukuo Hyashida, (1993)). However, in some 

communication systems like store and forward communication 

networks, the standard type of independence assumption is 

realistically inappropriate due to the fact that messages generally 

preserve their length as they traverse the network. The inter arrival 

and service sequence at queues internal to the system are thus 

dependent as they are the queuing processes at each of the nodes 

of the network through which the same messages are routed. 

These dependencies can have marked effect on system 

performance and must be accounted for any realistic analysis. 

(Anyne Chen  et al  (2010), Parthasarathy and Selvaraju (2001), 

Marcel et al. (2005), Emre and Ezhan  (2008), Durresi et al. 

(2006), Hooi Miin Soo et al. (2003), Stanislav et al. (2009)). 

Many of the communication networks which supports 

Teleprocessing applications are mixed with statistical 

multiplexing and dynamic engineering skills (Gaujal and Hyon, 

2002). To reduce the congestion in buffers, the statistical 

multiplexing with load dependent strategy has been evolved 

through bit-dropping and flow control techniques (Sriram et al, 

(1989), Kin (2002)). However, in bit-dropping and flow control 

methodologies the focus is on controlling arrival of packets by 

dropping the least significant bits. The extent of degradation of 

service quality is a function of the fraction of voice/data cells lost. 

To have an efficient transmission with high quality, it is needed to 

consider the variation of transmission rates based on content of 

the buffer. This type of adjusting the transmission rates depending 

upon the content of the buffer is known as dynamic bandwidth 

allocation (DBA). 

Limited work has been reported regarding communication 

networks with dynamic bandwidth allocation except the works of 

P.S.Varma et al (2007), who have studied the communication 

network model with the assumption that the transmission rate of 

packet is adjusted instantaneously depending upon the content of 

the buffer. However, they assumed that the packet arrival to the 

buffers connected to the transmitters are in single and follows 

Poisson process. But, in store and forward communication 

networks the messages arrived at the source are converted into a 

random number of packets depending upon the size of the 

message. As a result of it, the arrival of packets to the buffers is in 

bulk and the arrival process can be characterized with compound 

Poisson process. The compound Poisson process is capable of 

portraying the statistical nature of the bulk arrival of packets to 

the buffers and analyzes the communication systems more close to 

the reality. The compound Poisson process also includes the 

Poisson process as a particular case. With this motivation, 

Kuda.Nageswara Rao et al (2010), have developed a two node 

communication network model with dynamic bandwidth 

allocation having bulk arrivals and they demonstrated that the 

bulk arrival with dynamic bandwidth allocation consideration 

reduce the burstness in buffers and improves quality of service 

(QoS). They consider that the message arrivals are allowed and 

stored through packetization in the buffer connected to the initial 

node only. However, in Satellite and Telecommunications, there 

is a direct arrival of messages (which are converted into packets) 

to the buffer connected to the second node along with first node 

arrival. The direct arrival to the second node can reduce the delay 

in transmission and avoid unnecessary congestion in the first 
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buffer since the packets which require only the second transmitter 

service can be avoided to the first node transmission. Hence, in 

this paper, we developed and analyzed a communication network 

model with dynamic bandwidth allocation having direct bulk 

arrivals to two nodes connected in tandem. This communication 

network model is capable of predicting the performance measures 

of several communication systems close to the reality under 

transient conditions. 

Using the transition probability equations, the joint probability 

generating function of the number of packets in each buffer at a 

given time‘t’ is derived. The network performance measures like, 

the average content of the buffers, mean delays in transmitters, 

throughput of the transmitters, idleness of the transmitters are 

derived explicitly. The effect of the change in input parameters on 

performance measures is carried through numerical studies. 

 

2. COMMUNICATION NETWORK MODEL 

AND TRANISIENT SOLUTION 

Consider a communication network model with two nodes in 

tandem having bulk arrivals and dynamic bandwidth allocation.  

The arrivals to node 1 and node 2 are assumed to follow a 

compound Poisson process with parameters λ1 and λ2 respectively. 

The compound Poisson process is capable of portraying the bulk 

arrival nature of the communication network. Here, it is 

considered that the messages that arrive to both nodes are 

converted into random number of packets and form a batch. The 

batch size distribution of packets are assumed to follow rectangle 

( uniform) distribution probability distribution functions Ck1 and 

Ck2 with parameters (a1, b1) and (a2, b2) respectively for buffer 1 

and buffer 2. 

It is also assumed that the number of transmissions at each 

transmitter follow Poisson processes with parameters µ1and µ2 

respectively. The transmission rates of packets in each node are 

instantaneously adjusted depending on the content of the buffers 

just before its transmission. The queue discipline is First-In-First-

Out (FIFO). There is no termination of packets after the 

transmission of first node. The schematic diagram representing the 

communication network is shown in Figure 1.  

 

Figure 1. Communication network with two stage Bulk 

arrivals and dynamic bandwidth allocation 

Let 
1 2n , nP (t) be the probability that there are n1 packets in the 

first buffer and n2 packets in the second buffer at time t. Then, the 

difference-differential equations governing the network are 
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with initial conditions  
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Let P(Z1, Z2, t) be the joint probability generating function of 

n ,n1 2
P (t)  and Ci(Z) is the probability generating function of { 
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Multiplying the equations (5.2.1) to (5.2.6) with corresponding 

1 2n n

1 2Z ,Z  and summing        

over all n1=0, 1, 2, 3, …, and n2=0, 1, 2, 3, …, one can get 

( )2 21 1

1, 2 1, 2
1 2 1 2

1 2 1 2

1 2 1 2
1 2 1 2

1
1 2

1 2 1

n nn n
n n 1 1 1 1 2 2 2 n n2 2

n 0n 0 n 0n 0

n n n n
1 1 n 1,n 1 2 2 n ,n 11 2 1 2

n 0n 1 n 0n 0

n
n n

1 n i,n i1 2
i 1

P (t).Z Z Z Z n n P (t)
t

(n 1) Z Z P (t) (n 1) Z Z P (t)

Z Z . P (t).C

∞ ∞ ∞ ∞

= = = =

∞ ∞ ∞ ∞

+ − +
= = = =

−
=

 ∂
=− µ + µ +λ∑ ∑ ∑ ∑ ∂  

+ + µ + + µ∑ ∑ ∑ ∑


+λ ∑



2
1 2

1 2 j 2
1 2 1 2

n
n n

2 n ,n j1 2
n 0n 0 n 0n 0 j 1

Z Z . P (t).C
−

∞ ∞ ∞ ∞

= = = = =

 
+λ∑ ∑ ∑ ∑ ∑ 
  

          

                (8)               

After simplification,  
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Rearranging the terms  
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 Using the Lagrangian’s method, the auxiliary equations of the 

equation (9) are 
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Solving the equations (5.2.10), one can get 
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where, u and  v are as given in (11) and (12) respectively, u, v and 

w are the arbitrary integral constants. 

Therefore,  

Substituting the value of ‘w’ and using the initial conditions  
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Substituting the values of u and v in the above equation and 

simplifying, one can get the joint probability generating function 

of the number of packets in first buffer and second buffer as 
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3. PERFORMANCE MEASURES OF THE 

NETWORK           

The probability generating function of the first buffer size 

distribution is 
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The mean number of packets in the first buffer is 
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Throughput of the first node is 
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The average delay in the first buffer is 

( )
( )

( )
( )

1

1

1

1
1

1

1

1

t1
k 1

k 111
1

r tk
1 3rk

1 1 k r

k 1 r 1 1

C .k 1 e
L

W N
Thp 1 e

1 exp C C 1
r

∞
−µ

=

− µ∞

= =

 λ
− µ  = =

  −
  = µ − λ −

µ    

∑

∑∑

      (20) 

 The variance of the number of packets in the first buffer is 
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The coefficient of variation of the number of packets in the first 

buffer is 
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The probability generating function of the second buffer size 

distribution is 
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The probability that the second buffer is empty as 
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The utilization of the second node is 
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The mean number of packets in the second buffer is 

( ) ( ) ( )2 2 1 2

1 2

1 2

t t t t1 2 2
2 k 1 k 2

k 1 k 12 2 1 2

L C k 1 e e e C k 1 e
∞ ∞

−µ −µ −µ −µ

= =

    λ µ λ
= − + − + −    µ µ −µ µ    

∑ ∑          (26) 

Throughput of the second node is 
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The average delay in the second buffer is 
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The variance of number of packets in the second buffer is 
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The coefficient of variation of the number of packets in the 

second buffer is 
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The probability that the network is empty as  
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 The mean number of packets in the network is 

N 1 2L L L= +                                                                   (32) 

4. PARTICULAR CASE WHEN THE 

BATCH SIZE IS UNIFORMLY 

DISTRIBUTED 

The performance of the communication network is highly 

influenced by the structure of batch size distribution. In most of 

the communication systems the number of packets that a message 

can be converted is random and follows a uniform (rectangular) 

distribution with parameters a and b.  

The probability mass function of the number of packets in a 

message at the first node is 
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and its variance is ( )2

1 1

1
b a 1 1

12
 − + −  .  

The probability mass function of the number of packets in a 

message at the second node is 
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for k2=a2, 
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and its variance is ( )2
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Substituting the value of 
1kC and 

2kC  in (1), one can get the 

joint probability generating function of the number of packets in 

both the buffers as 
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The probability generating function of the first buffer size 

distribution is 
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 The probability that the first buffer is empty as 
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The mean number of packets in the first buffer is 
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The utilization of the first node is 

1 0.U 1 p (t)= −   
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The throughput of the first node is 

1 1 1Thp .U= µ     

( )
( )1

1 1

1

1 1

r tb k
3rk

1 1 r

k a r 1 1 1 1

1 e1
1 exp C 1

b a 1 r

− µ

= =

  −   = µ − λ −  − + µ     
∑∑         (38) 

The average delay in the first buffer is 
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The variance of the number of packets in the first buffer is 
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The coefficient of variation of the number of packets in the first 

buffer is 
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The probability generating function of the second buffer size 

distribution as 

( )
[ ]2 11 1

1

1 1

2 2 2

2

2 2

r J (r J) tb k r
2r J k r r1

2 1 r J 2

k a r 1 J 0 1 1 2 1 2 1

b k st
k S

2 s 2

k a s 1 2 2 2

1 1 e
P(Z , t) exp 1 ( C )( C ) (Z 1)

b a 1 J (r J)

1 1 e
( C )(Z 1)

b a 1 s

− µ + − µ
−

= = =

−µ

= =

     µ − = λ − −        − + µ −µ µ + − µ       

    −
+λ −    − + µ    

∑∑∑

∑∑ 



                 

(42) 

The probability that the second buffer is empty as 
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The mean number of packets in the second buffer is 
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The utilization of the second node is 
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The throughput of the second node is 
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The average delay in the second buffer is 
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The variance of number of packets in the second buffer is 
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The coefficient of variation of the number of packets in the 

second buffer is 
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The probability that the network is empty as  
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   (50) 

The mean number of packets in the network is  

N 1 2L L L= +                                                                   (51) 

5. PERFORMANCE EVALUATION OF THE 

NETWORK 

The performance of the proposed network is discussed through 

numerical illustration. Different values of the parameters are 

considered for bandwidth allocation and arrival of packets. 

Consider the communication network with two-stage bulk arrivals 

and dynamic bandwidth allocation (CN TS BA DBA).   λ1 and λ2 

are the arrival rates at node 1 and node 2 respectively. The 

number of packets that can be converted into a message varies 
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from 1 to 10 depending on the length of the message. The number 

of arrivals of packets to the buffers is in batches of random size. 

The batch size is assumed to follow uniform (rectangle) 

distribution with parameters (a1, b1) and (a2, b2) for buffer 1 and 

buffer 2 respectively. The transmission rate of node 1 (µ1) which 

varies from 10x104  packets/sec to 14x104  packets/sec. The 

packets leave the second node with a transmission rate of µ2 

which varies from 16x104  packets/sec to 20x104  packets/sec. In 

both the nodes, dynamic bandwidth allocation is considered i.e. 

the transmission rate of each packet depends on the number of 

packets in the buffer connected to it at that instant.  

Since performance characteristics of the communication network 

are highly sensitive with respect to time, the transient behavior of 

the model is studied through computing the performance measures 

with the following set of values for the model parameters as  

t = 0.05, 0.1, 0.2, 0.3, 0.4 seconds,  a1  = 1, 2, 3, 4, 5 

b1 = 6, 7, 8, 9, 10,   a2  = 1, 2, 3, 4, 5,  b2 = 6, 7, 8, 9, 10 

λ1 = 0.5, 1.5, 2.0, 2.5 (with multiplication of 104  messages/sec) 

λ2 = 0.5, 1.5, 2.0, 2.5 (with multiplication of 104  messages/sec) 

µ1 = 10, 11, 12, 13, 14 (with multiplication of 104  packets/sec) 

and µ2 = 16, 17, 18, 19, 20 (with multiplication of 104  

packets/sec) 

Using equations (35), (43) and (50), the probability of network 

emptiness and buffers emptiness are computed for different values 

of t, a1, b1, a2, b2, λ1, λ2, µ1, µ2 and observed that the probability of 

emptiness of the communication network and the two buffers are 

highly sensitive with respect to changes in time. As time (t) varies 

from 0.1 to 1 second, the probability of emptiness of the network 

reduces from 0.75747 to 0.60066 and the probability of emptiness 

of the two buffers reduce from 0.91547 to 0.83043 and 0.79383 to 

0.67146 for node 1 and node 2 respectively.  

When the batch distribution parameters a1, b1 and the message 

arrival rate λ1 at node 1 increase, the probability of emptiness of 

the network and the probabilities of emptiness of the first and 

second buffers decrease. When the batch distribution parameters 

a2, b2 and the message arrival rate λ2 at node 2 increase, the 

probability of emptiness of the network and the probability of 

emptiness of the second buffer decrease and the probability of 

emptiness of the first buffer remains unchanged. 

It is observed that the probability of emptiness of the network and 

the probabilities of emptiness of the first and second buffers are 

increasing when the transmission rate of node 1 (µ1) is increasing. 

When the transmission rate of node 2 (µ2) increase, the 

probabilities of emptiness of the network and the second buffer 

increase and the probability of emptiness of the first buffer 

remains unchanged. 

Table 1. Values of Mean number of packets, Throughput and mean delay  

t* a1 b1 a2 b2 λ1
# λ2

# µ1
$ µ2
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Figure 2. Mean number of packets Vs input parameters 

 

From the equations (36), (37), (44), (45) and (51), mean number 

of packets of the network are computed for different values of t, 

a1, b1, a2, b2, λ1, λ2, µ1, and µ2 and are given in Table 1. The 

relationship between mean number of packets in the buffers and 

the parameters t, a1, b1, a2, b2, and λ2 is shown in Figure 2.  

 

 

 

 

 

 

Along with the mean, utilization of the nodes are also computed. 

It is observed that when time t, the batch distribution parameters 

a1, b1 and the message arrival rate λ1  at node 1 increase, mean 

number of packets in the first buffer, second buffer and the 

network and the utilization of both the nodes increase for fixed 

values of other parameters. When the batch distribution 

parameters a2, b2 and the message arrival rate λ2 at node 2 

increase, the utilization of the second node and mean number of 

packets in the second buffer and the network increase while the 

other parameters remain fixed.  

When the transmission rate of node 1(µ1) increases, the mean 

number of packets in the first buffer and the utilization of the first 

node decreases where as the mean number of packets in the 

second buffer increases. When the transmission rate of node 2 (µ2) 

increases, the mean number of packets in the first buffer remains 

unchanged and the mean number of packets in the second buffer 

and the utilization of the second node decreases for fixed values 

of the other parameters. 

From the equations (38), (39), (46) and (47), the throughput and 

average delay of the network are computed for different values of 

t, a1, b1, a2, b2, λ1, λ2, µ1, and µ2 are given in Table 1. The 

relationship between throughput, average delay and parameters is 

shown in Figure 3 and Figure 4. 
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Figure3. Throughput Vs input parameters 

 

 

Figure4. Mean delay Vs input parameters 

It is observed that as the time t, the batch size distribution 

parameters a1, b1 and the message arrival rate λ1 at node 1 increase, 

the throughput of the first and second nodes increase and the 

mean delays varies accordingly in both buffers for fixed values of 

the other parameters. There is no change in the throughput of the 

first node and mean delay in the first buffer when the batch size 

distribution parameters a2 and b2 increase. Where as, the 

throughput of the second node and mean delay in the second 

buffer increase when the values of the other parameters remain 

fixed. Similarly, the influence of transmission rates of node 1 and 

node 2 on the throughput of the two nodes and average delay in 

the buffers can be observed from the table1.  

The variance of the number of packets in each buffer, the 

coefficient of variation of the number of packets in first and 

second buffers   are computed and analyzed.  

If the variance increases, then the burstness of the buffers will be 

high. Hence, the parameters are to be adjusted such that the 

variance of the buffer content in each buffer must be small. The 

coefficient of variation of the number of packets in each buffer 

helps us to understand the consistency of the traffic flow through 

buffers. If coefficient of variation is large then the flow is 

inconsistent. It also helps us to compare the smooth flow of 

packets in two or more nodes.  

It is observed that, as the time (t) and the batch size distribution 

parameters a1 and b1 increase, the variance of the first and second 

buffers are increasing and the coefficient of variation of the 

number of packets in the first and second buffers are decreasing. 

As the batch size distribution parameters a2 and b2 increase, the 

variance and coefficient of variation of number of packets in the 

second buffer are increasing and they remain constant in the first 

buffer. As the transmission rate of node 1 (µ1) varies from 10x104  

packets/sec to 14x104 packets/sec, the variance of the number of 

packets in first buffer is decreasing and for the second buffer is 

increasing. The coefficient of variation of number of packets in 

the first and second buffers is increased. As the transmission rate 

of node 2 (µ2) varies from 16x104  packets/sec to 20x104  

packets/sec, the variance of the number of packets in the second 

buffer is decreasing and the coefficient of variation of number of 

packets in the second buffer is increasing when other parameters 

remain fixed at (1, 1, 6, 5, 10, 1, 2, 10) for (t, a1, b1, a2, b2, λ1, λ2, 

µ1 ).   

From this analysis it is observed that the dynamic bandwidth 

allocation strategy has a significant influence on all performance 

measures of the network. It is further observed that the 

performance measures are highly sensitive towards smaller values 

of time. Hence, it is optimal to consider dynamic bandwidth 

allocation and evaluate the performance under transient 

conditions. It is also to be observed that the congestion in buffers 

and delays in transmission can be reduced to a minimum level by 

adopting dynamic bandwidth allocation. This phenomenon has a 

vital bearing on quality of service (QoS).  

 

6. SENSITIVITY ANALYSIS 

The sensitivity analysis of the network model is performed with 

respect to the parameters t, a1, b1, a2, b2, λ1, λ2, µ1 and µ2 on the 

mean number packets in the first and second buffers, the mean 

delays in the first and second buffers and also throughput of the 

first and second nodes. The following data has been considered 

for the sensitivity analysis. 

 t = 0.1 sec, a1=5, a2=5, b1=10, b2=10, λ1=1x104  messages/sec,  λ2 

= 2x104  messages/sec µ1 = 10x104  packets/sec, µ2 = 20x104  

packets/sec 

The performance measures of the model are computed with 

variation of  -15%, -10%, 0%, +5%, +10% and +15%  on the 

input parameters t, λ1, λ2, µ1, µ2  and  -60%, -40%, -20%, 0%, 

+20%, +40% and +60% on  the batch size distribution parameters  

a1, b1, a2 and b2 to retain them as integers. The performance 

measures are highly affected by time (t) and the batch size 

distribution of arrivals. As (t) increases to 15%, the average 

number of packets in the two buffers increasing, the average delay 

in the first buffer is increasing and the average delay in the second 

buffer is decreasing. Similarly, as arrival rate of messages (λ) 

increases by 15%, the average number of packets in the two 

buffers increasing, the average delay in the first buffer is 

increasing and the average delay in the second buffer is 

decreasing. Overall analysis of the parameters reflects that 
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dynamic bandwidth allocation strategy for congestion control 

tremendously reduces the delays in communication and improves 

voice quality by reducing burstiness in buffers.  

 

7. CONCLUSIONS 

This paper deals with the development and analysis of 

communication network model with dynamic bandwidth 

allocation (DBA) having direct bulk arrival (BA) to both buffers. 

The statistical multiplexing is carried with compound Poisson 

process approximation to the arrival of packets and Poisson 

process to the transmission completions. The dynamic bandwidth 

allocation is adapted by instantaneous adjustment of packet 

service time by utilizing idle bandwidth in the node. The transient 

analysis of the model is capable of capturing the changes in the 

performance measures of the network like average content of the 

buffers, mean delays, throughput of the nodes, idleness of the 

nodes etc, explicitly. A numerical study reveals that this 

communication network model is capable of predicting the 

performance measures more close to the reality. The dynamic 

bandwidth allocation strategy along with direct bulk arrivals to 

both buffers can reduce the congestion in buffers and avoid 

burstness, which improves quality of service more effectively 

utilizing the idle resource. This network model includes several of 

the earlier models as particular cases for specific/limiting values 

of the parameters. It is also possible to extent this communication 

network model to Non-Markovian service times which require 

further investigation. 
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