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ABSTRACT 
Many researchers are concentrating to provide a high 
confidentiality and data integrity to protect against unauthorized 
access. The network security is becoming a very important and 
crucial aspect as the number of data being exchanged and 
number of users being communicated on the internet increases 

rapidly day by day. Therefore confidentiality of users and data 
integrity are required to protect against unauthorized access. To 
address the issues of authentication, the present paper proposes a 
novel wavelet based Digital Watermarking (DW) approach with 
two steps. In the first step a Threshold, based on Intermediate 
Bit Values (TIBV) of image pixels is proposed by selecting the 
image pixel for inserting the watermark. In the second step 
Alattar‟s method is used for inserting the Digital Watermark 
(DW) bits in the selected pixels of the first step. These two steps 

make the proposed TIBV-DW method as more effective and 
difficult to break.  To test the efficacy of the proposed TIBV-
DW method, various statistical measures by considering 
combinations of various attacks are evaluated on various 
experimental images, which indicate high robustness, 
imperceptibility, un-ambiguity, confidentiality and integrity of 
the present method.  

Keywords 
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1. INTRODUCTION 
With the development of computer, multimedia and 

network technologies, the amount of visual information 
available in digital format has grown exponentially recently. 
This has resulted in information explosion [9] and the great 
advancement in the field of internet, which has facilitated the 
transmission, wide distribution, and access of multimedia data in 

an effortless manner [2-5]. Digital watermarking techniques are 
used to provide copyright protection and authentications for 
digital images, audio and video data. The digital watermarking 
technique is proposed as a method to embed perceptible or 
imperceptible signal into multimedia data for claiming the 
ownership. That‟s why there is a lot of research in the field of 
digital watermarking. Each watermarking application has its 
own needs that determine the required attributes of the 
watermarking system and drive the choice of techniques used 

for embedding and detecting the watermark [6-8]. One of the 
methods that can authenticate the completeness of information 
and protect intellectual property rights and copyrights is the data 
embedding scheme. It can also be used to enrich the information 

content and enhance its value. But the data embedding process 

usually alters the original data. Unfortunately, even if the change 
is very slight, some kinds of data are rendered unworkable. 
Therefore, the reversible data embedding method is explored. 
The reversible data embedding method embeds the data into a 
cover media in a reversible fashion. From the embedded media, 
the data can be extracted and the original media can be 
recovered. Of course, the data can be the copyright or other 
information about the cover media. In the last decade, many 

reversible data embedding methods have been proposed 
[30,31,32,33,34].  

A high-capacity and low-distortion reversible data embedding 
scheme based on the difference expansion transform of a pair of 
pixels, divides the image in to pairs of pixels [29]. These pairs 
are not expected to cause an overflow or under flow. They are 
embedded one bit into the difference of the pixels of each pair. 
The location map indicating which pairs are embedded data is 
compressed and included in the payload. In a single pass, this 

algorithm [29] can embed 0.5bits/pixel at most. This method 
[29] is improved by considering the correlation between the 
target pixel and its surrounding pixels to determine the degree of 
the difference expansion for message data embedding [28]. This 
method [28] strengthened the embedding ability and improved 
the computation efficiency. In a single pass, this method [28] 
can embed 1bit/pixel at most. A method using a difference 
expansion of vectors, which is an extension of method [28], is 

proposed to increase the hiding ability. This method is known as 
Alattar‟s method. Alattar also used the generalized integer 
transform of vectors to improve the embedded image quality. In 
Alattar‟s method, k pixels can embed k-1 bits. However, like 
Tian‟s method [28], the location map and other extra 
information are needed to restore the original cover image, so 
the embedding ability of their method is as high as (k-1)/k 
bits/pixel. Increasing the embedding capacity, maintaining the 

reversible characteristic and simultaneously decreasing the 
destruction of the original image are the technical challenges of 
the reversible data embedding problem. Our method not only 
takes care of the embedded digital watermarking quality but also 
provides high authentication in choosing the selected pixels for 
embedding the information. 

The proposed method embeds more than one bit by using 
Alattar‟s method in the selected pixels based on TIBV approach 

in a single pass using wavelet decomposition and also derives 
high embedded image quality. The rest of this paper is organized 
as follows: In Section 1.1 we briefly review Wavelet 
transformation. Section 2 and 2.1 presents the proposed TIBV 
method and Alattar‟s method respectively in detail. Section 3 
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presents the experimental results. Finally, conclusions are 
summarized in Section 4. 

1.1 Wavelet Transformation 
A wavelet is a kind of mathematical function used to 

divide a given function or continuous-time signal into 
components of different frequency and to study each component 
with a resolution that matches its scale. A wavelet transform is 
the representation of a function by wavelets. The wavelets are 
scaled and translated copies (known as "daughter wavelets") of a 
finite-length or fast-decaying oscillating waveforms (known as 

the "mother wavelet"). Today wavelets play a significant role in 
Astronomy, Acoustics, Nuclear Engineering, Sub band Coding, 
Signal and Image Processing, Neurophysiology, Music, 
Magnetic Resonance Imaging, Speech Discrimination, Optics, 
Turbulence, Earthquake Prediction, Radar, Computer and 
Human Vision, Data Mining and Pure Mathematics Applications 
such as Solving Partial Differential Equations etc. 

In the wavelet transform [18],[19],[20],[21],[22],[23],[24],[25], 

[26],[27] an image signal can be analyzed by passing it through 
an analysis filter bank followed by a decimation operation. This 
analysis filter bank consists of a low pass and a high pass filter 
at each decomposition stage.  

When the signal passes through these filters it splits into two 
bands. The low pass filter, which corresponds to an averaging 
operation, extracts the coarse information of a signal. The high 
pass filter, which corresponds to a differencing operation, 

extracts the detail information of the signal. The output of the 
filtering operations is then decimated by two [18], [24], 
[26].Because of decimation the total size of the transformed 
image is same as the original image, which is shown in figure 1. 
Then, it is followed by filtering the sub image along the             
y-dimension and decimated by two. Finally, the image splits into 
four bands denoted by low-low (LL1), high-low (HL1),         
low-high (LH1) and high-high (HH1) after one-level 
decomposition as depicted in figure 2. The sub bands labeled, 

LL1 HL1, LH1, and HH1 represent the finest scale wavelet 
coefficients. To obtain the next coarser scaled wavelet 
coefficients, the sub band LL1 is further decomposed and 
critically sub sampled. This process is repeated several times, 
which is determined by the application at hand. Furthermore, 
from these DWT coefficients, the original image can be 
reconstructed. This reconstruction process is called the inverse 
DWT (IDWT). If  I[m,n]represents an image, the DWT and 

IDWT for I[m,n] can be similarly defined by implementing the 
DWT and IDWT on each dimension and separately. Figure 3 
shows second level of filtering. This process of filtering the 
image is called „Pyramidal decomposition‟ of image. Figure 4 
shows the results of different levels of decomposition of Lena 
image. 

 

 

 

Figure 1: Horizontal Wavelet Transform.  

 

Figure 2: Vertical Wavelet Transform of Figure.1. 

  

Figure 3: Second Level Wavelet Transform. 

                      
                     (a)                                          (b) 

            

              
                          (c)                           (d) 
 
Figure 4: (a) Original Lena Image (b) Level-1 Wavelet 
Transformed Lena Image (c) Level-2 Wavelet Transformed 
Lena Image (d) Level-3 Wavelet Transformed Lena Image. 
 
 

http://en.wikipedia.org/wiki/Scaling_%28geometry%29
http://en.wikipedia.org/wiki/Translation_%28geometry%29


International Journal of Computer Applications (0975 – 8887) 
Volume 15– No.3, February 2011 

31 

92

95

89

92

1

0

),,( 321 uuu

2

3
)2(

)1(

)3(

)4(

)5(

)6(

2. THRESHOLD BASED INTERMEDIATE 

BIT VALUES APPROACH OF DIGITAL 

WATERMARKING 
A digital image is composed of a set of two dimensional arrays 

of pixels values. Each pixel is represented by eight bits. The 
present paper considers the six Intermediate bit values of a pixel 
leaving the LSB and MSB of the pixel. In the proposed TIBV-
DW approach the digital water mark is embedded on the 
Selected pixels based on various thresholds on intermediate bit 
values. The digital watermark is embedded, based on Alattar‟s 
simplified version of difference expansion method. The novelty 
of the present method is, it uses three types of thresholds, for 

selecting pixels, based on the maximum number of occurrence 
value, (Min + max)/2 and mean, for inserting the watermark. If  
two or more Intermediate Bit Values are having the same 
frequency of occurrence count, then the Intermediate Bit values 
having the highest value is chosen, in the case of the threshold 
based on the frequency of occurrence count of intermediate bit 
values, for employing the Alattar‟s method. On the selected 
pixels from top left to bottom right the Alattar‟s method is 

applied.  To test the efficacy of the proposed TIBV-DW method, 
various statistical measures are evaluated on the different 
thresholds of the watermarked images. The Alattar‟s method [1] 
is briefly explained below. 

2.1 Alattar’s Method of Watermark 

Insertion and Extraction 
Alattar‟s simplified version of difference expansion is 

used to increase the hiding ability. In Alattar‟s method, k pixels 
can embed k-1 bits, and the method is explained with an 
example as given below. 

Consider the three vector pixels and two binary values 
of watermark data. Let the vector pixels be (u1, u2, u3) = (94, 
92, 91) and two binary values of watermark data be   b1=1, 
b2=0. 

The weighted average d1 and the differences d2, d3 
are calculated by the following equation (1) 

92
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where  a1, a2 and a3 are the predefined weights. In this example, 
we let a1= a2 = a3  = 1. 

Then the differences are expanded and the data bits are 
embedded into the new differences by using the following 
equation (2) 
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The vector                        which  is  the  final  embedded  pixel 

values is given in (3)   
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Watermark will be extracted by using the Alattar‟s 

extraction phase as given below. The weighted average are 

calculated first as given in equation (4) 
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The data bits are obtained by the following equation (5) 
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The original weighted average and the differences are calculated 

by equation (6) 
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Finally, the original pixel values are recovered by equation (7) 
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3. RESULTS AND DISCUSSIONS 
 

The present paper used various quality of measures of 
watermarked image like Mean Square Error (MSE), Root Mean 
Square Error (RMSE), Peak Signal to Noise Ratio (PSNR), 
Signal to Noise Ratio (SNR), Root Signal to Noise Ratio 
(RSNR) and Normalized Correlation Coefficient (NCC) given in 
Equations (8) to (13) to identify the quality of the watermarked 
image and reconstructed image. The embedding distortion 

performance is usually measured by the MSE and RMSE as 
given by the equation (8) and (9). A better perceptual quality of 
the image is acquired for lower values of MSE and RMSE. 
Signal to Noise Ratio (SNR) and Root Signal to Noise Ratio 
(RSNR) measures, estimates the quality of the reconstructed 
image compared with an original image, and they are defined  in 
equation (10) and (11) respectively. A higher value of SNR and 
RSNR indicates the better quality of the reconstructed image. To 

study the quality of watermarked image, the peak signal to noise 
ratio PSNR is used. In general, a processed image is acceptable 
to the human eyes if its PSNR is greater than 30 dB. The larger 
the PSNR, the better is the image quality. The PSNR is defined 
as given by the equation (12). To verify the robustness of any 
digital watermarking method, Normalized Cross Correlation 
(NCC) is used, which is defined in the equation (13). Using 
NCC, the similarity value nearer to 1 is considered as 
acceptable. 

 

 

                                                                                                                    

               

                                                                               

                

 

 

                                                                          

                    

                                

 

                                                                                       

     

 

                                                     

                                                                   

 

                                                

                                                                                      

where f(i,j) and g(i,j) are the original image and watermarked 
image with coordinate position (i,j), w(i)  and w*(i)  are the 
original watermark text and the extracted watermark text.  

For the experimental analysis on the proposed TIBV-DW 
method,  with different thresholds, different images of different 
sizes are taken as shown in figure 5. The cover images 
considered in the proposed TIBV-DW method are Lena, 

Cameraman, Barbara, Circle, Pepper, Monalisa and Line images 
which are shown from figure 5(a) to 5(g) respectively. The 
proposed TIBV-DW method is applied on 1-level decomposed 
images. In the wavelet based watermarked image, a set of 18 
characters “srinivasaramanujan” is embedded as water mark. 
The above discussed quality parameters are estimated on the 
proposed TIBV-DW images with different thresholds that is 
max number of occurrence, (min+max)/2 and mean and are 

listed in the tables 1, 2 and 3 respectively.  

For testing the robustness of the proposed TIBV-DW method 
Gaussian Filtering, Salt and Pepper Noise, Rotation and 
Cropping attacks are used combinedly on the watermarked 
images and the performance is tabulated in the table 4. That is 
all the attacks are applied on the watermarked image instead of 
one or two. 

The figure 6(a) to 6(g) shows the one level Haar wavelet 

decomposed images. The figure 7(a) to7(g) shows the images 
with the watermark text “srinivasaramanujan”  embedded and 
the figure 8(a) to 8(g) shows the images after extraction of 
watermark.   

     

(a)                           (b)                          (c) 
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(d)                       (e)                          (f) 

 

           (g)      
Figure 5: Original Images (a) Lena Image200x200 (b) 
Cameraman Image 256x256 (c) Barbara Image 512x512 (d) 
Circle Image256x256 (e) Monalisa Image200x200 (f) Pepper 
Image 256x256 (g) Line Image 256x256 
 

     
(a)                          (b)                       (c) 

       
(d)                          (e)                             (f) 

 
            (g)      
Figure 6: One  level Decomposed Image (a) Lena Image  (b) 
Cameraman Image  (c) Barbara Image  (d) Circle Image (e) 
Monalisa Image  (f) Pepper Image  (g) Line Image  
 

     
(a)                           (b)                          (c) 

      
(d)                       (e)                          (f) 

 
           (g)      
Figure 7: Image with Watermarking (a) Lena Image  (b) 
Cameraman Image (c) Barbara Image (d) Circle Image (e) 
Monalisa Image (f) Pepper Image (g) Line Image  
 
 

     
(a)                           (b)                          (c) 

 

       
(d)                       (e)                          (f) 

 
(g) 

Figure 8: Image After Watermark Extraction (a) Lena Image  
(b) Cameraman Image   (c) Barbara Image  (d)  Circle Image    
(e)  Monalisa Image  (f)  Pepper Image (g) Line Image  
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Table 1. Quality Measures for the Considered Images Based on Threshold Maximum Number of Occurences 

S No Image  Size MSE RMSE SNR RSNR PSNR NCC 

1 Lena  200x200 28.92 5.38 24214000.00 4920.70 33.52 0.99 

2 CameraMan  256x256 52.42 7.24 22442000.00 4737.30 30.94 0.99 

3 Barbara  512x512 53.03 7.28 8265100.00 9091.30 30.88 0.99 

4 Circle  256x256 3.72 1.93 89906000.00 9481.90 42.43 0.99 

5 Monalisa  200x200 20.00 4.49 28526000.00 5341.00 35.07 0.99 

6 Pepper  256x256 25.97 5.09 43756000.00 6614.80 33.98 0.99 

7 Line  256x256 30.88 5.56 18851000.00 4341.80 33.23 0.99 

 

Table 2. Quality Measures for the Considered Images Based on Threshold (Minimum + Maximum  /2) 

S No Image  Size MSE RMSE SNR RSNR PSNR NCC 

1 Lena  200x200 28.71 5.36 24389000.00 4938.50 33.55 0.99 

2 CameraMan  256x256 52.53 7.25 22395000.00 4732.40 30.93 0.99 

3 Barbara  512x512 53.07 7.28 82599000.00 9088.00 30.88 0.99 

4 Circle  256x256 3.75 1.94 89158000.00 9442.40 42.39 0.99 

5 Monalisa  200x200 20.06 4.47 28714000.00 5358.50 35.10 0.99 

6 Pepper  256x256 26.08 5.10 4356000.00 6600.00 33.96 0.99 

7 Line  256x256 30.87 5.56 18856000.00 4342.30 33.24 0.99 

 

Table  3. Quality Measures for the Considered Images Based on Threshold Mean 

S No Image  Size MSE RMSE SNR RSNR PSNR NCC 

1 Lena  200x200 28.68 5.36 24421000.00 4941.80 33.56 0.99 

2 CameraMan  256x256 53.38 7.31 22039000.00 4694.50 30.86 0.99 

3 Barbara  512x512 53.07 7.28 82592000.00 9088.00 30.88 0.99 

4 Circle  256x256 3.71 1.93 90177000.00 9496.20 42.44 0.99 

5 Monalisa  200x200 20.19 4.49 28528000.00 5341.20 35.07 0.99 

6 Pepper  256x256 26.54 5.15 42809000.00 6542.90 33.89 0.99 

7 Line  256x256 30.79 5.55 18903000.00 4347.80 33.25 0.99 
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Table 4. Quality Measures after attacks for the Considered 

Images. 

 S No Image  Size PSNR NCC 

1 Lena  200x200 29.26 0.82 

2 CameraMan  256x256 25.64 0.78 

3 Barbara  512x512 25.05 0.78 

4 Circle  256x256 39.95 0.92 

5 Monalisa  256x256 30.82 0.86 

6 Pepper  256x256 30.01 0.85 

7 Line  256x256 30.51 0.85 

 

4. CONCLUSIONS 
The proposed TIBV-DW method guarantees high authentication 
due to two steps where the first step indicates where to insert 
and the second step indicates how to insert digital watermark. 
The quality measures of T1, T2, T3 shows the similar values for 

all three thresholds considered in the present approach. The 
lower values of MSE, RMSE and higher values of SNR, RSNR, 
around 30db value of PSNR and around 0.78 of NCC for all the 
images considered indicate high robustness and better quality for 
all the reconstructed images. The considered images show high 
perceptual quality. The table 4 clearly indicates the 
sustainability of the proposed method over various combinations 
of attacks, instead of a single attack. 
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