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ABSTRACT 

The tremendous growth of wireless networks demands the 

need to meet different congestion control algorithms for 
wireless network. Usual transmission control protocol reduces 
its performance by misinterpreting mobility losses due to node 
motion as congestion losses in wireless mobility network. So 
the congestion control algorithms are important role in the 
communication networks. In this paper we have analyzed the 
TCP BIC and TCP Vegas congestion control algorithms and 
the performance of these algorithms through NS2 simulator 

with proper parameters. 
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1. INTRODUCTION 
Mobile Ad hoc Networks (MANETs) are self-organizing 

wireless networks, in which also end nodes act as routers. 
MANET networking improves the efficiency and range of 
fixed and mobile internet access and enables totally new 
applications such as sensor networks. Its offer unique 
challenges and opportunities to network designers and 
administrators. They increase system capacity, reduce 
deployment cost as they require no supportive infrastructure, 
and reduce administrative cost as they are self configurable 
and self-adaptable. However, their inherent characteristic of 

frequent topology changes adds complexity to routing and 
transport connection management. 

Although TCP provides reliable end-to-end delivery of data 
over wired networks, several recent studies have indicated 
that TCP performance degrades significantly in MANET 
[1][2][3]. In MANETs, the main problem of TCP lies in 
assuming every packet loss or delay exceeding retransmit 
timeout as a signal of indicating congestion in the network 

even though the source of loss or delay might be unrelated to 
congestion, such as delays due to reordering of packets in case 
of frequent route changes etc. Current MANET commercial 
applications have mainly been for military applications or 
emergency situations.  

In this paper, we evaluated the Control Window (cwnd), 
Round Trip Delay Time (rtt), dropped packets ratio and 
throughput in TCP BIC and TCP Vegas. 

This paper is organized as follows. In section 2, we describe 
the background and related work. Section 3 provides the 
network topology used and the simulations and the section 4 

shows the simulation results. Finally we conclude this paper 
with future work.  

2. BACKGROUND AND RELATED 

WORK  
TCP uses a form of end-to-end flow control. In TCP, when a 
sender sends a packet, the receiver acknowledges receipt of 
the packet.     

TCP BIC stand out from other TCP algorithms is its stability. 
It is a binary search algorithm where the window grows to the 
mid-point between the last window size (i.e.,max) where TCP 
has a packet loss and the last window size (i.e., min) it does 
not have a loss for one RTT period. 

The BIC TCP uses a Binary increase scheme to probe the 
available bandwidth efficiently [5], [6]. While reaching the 
high throughput, TCP BIC does not increase the RTT fairness 

problem of standard TCP [5]. 

TCP Vegas is a slow-start mechanism. TCP Vegas [8] 
controls its window size by observing RTTs of packets that 
the sender host has sent before. If observed RTTs become 
large, TCP Vegas recognizes that the network begins to be 
congested, and throttles the window size. Development work 
continues on TCP with congestion protocols such as BIC [7] 
and Vegas [8] being produced. There are many stream of 
investigation into TCP congestion carrying on such as 

Paganini et. al. [9] who model congestion based on provable 
mathematical modeling.  

TCP Vegas was the first attempt to depart from the loss-
driven paradigm of the TCP by introducing a mechanism of 
congestion detection before packet losses. 

3. THE SIMULATION  

3.1 Network Topology and the Simulation 

in MANETs 
MANET topology will be expected to get change very 
dynamically, so we have only considered the performance of 
the congestion control algorithms for very short duration. That 
is, we assume that the proposed TCP communication will 

happen only for very short duration of time. And also we 
believe that the performance of the congestion algorithms 
during initial stage of the handshake will be very important in 
such short time TCP communication in a dynamically 
changing mobile ad hoc network topology. 
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Simulation Parameters 

The simulation area chosen is a random wireless mobile ad-
hoc network topology, where 20 nodes are placed randomly. 
In this, the performance is measured up to 20 m/s without 
node mobility, but after that all nodes are moving any 

direction in the wireless networks.  

 

Fig 1: The Wireless Network Scenario 

Number of Nodes             20 

Number of Sending Nodes   1 

Topography                  x=500 y=500 

Mobility       0 or 20m/s 

Mobility Start Time         20th Sec 

Routing Protocol            AODV 

Mac Type                 802.11 

Queue   DropTail/PriQueue 

Queue Size  50 

The Traffic Application       FTP 

TCP Packet Size  1448 

TCP Initial Window Size  30000 

4. SIMULATION RESULTS  
In this section, we present the results of our ns-2 [19] 
simulations of both congestion control algorithms on wireless 
ad-hoc networks. This wireless simulation also has been run 
for 200 seconds. The graphs show the output of two ad-hoc 

network scenarios such as without mobility and the mobility 
after 20 m/seconds. 

4.1 Control Window in MANETs 
The following graphs show the control window size changes 

in MANETs 

 

(2a) 

 

(2b) 

Fig 2: The cwnd dynamics on Ad hoc Network 

(2a)Without Mobility (2b) With Mobility 20m/s  

In the figure 2, the exponential window size increase, linear 

increase and drop-off occurs irregularly in BIC and TCP 
Vegas giving good result. 

4.2 Round Trip Delay Time in MANETs 
Figure 3a and 3b prove that, the Round Trip Delay Time 
estimation of congestion control algorithms on wireless ad 

hoc networks with and without mobility. From the 
experimented result the TCP Vegas performance is better than 
TCP BIC. 

 

(3a) 
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(3b) 

Fig 3: The rtt dynamics on Ad hoc Network (3a) Without 

Mobility (3b) With Mobility 

4.3 Throughput over Time  
The throughput metric measures in the network can constantly 
provide data to the destination node. Throughput is the 
number of packet arriving at the sink per ms/second. Here we 
determine the instant throughput over time. 

 

4(a) 

Fig 4(a): Time versus Throughput without Mobility 

As shown in the figure 4a, both algorithms in the ad hoc 
networks without mobility, there was not much variation in 
throughput but at the same time the algorithm BIC shows little 

bit lower performance during the initial stage of the data 
transmission. 

 

4(b) 

Fig 4(b): Time versus Throughput with Mobility 20 m/s 

In case of mobile scenario, as shown in the figure 4b, 
algorithm Vegas provided better throughput over time.  
Algorithm BIC provided best throughput after 75 seconds 

only but it provided deprived results during initial phase of the 
communication. 

4.4 Total Received Packets over Time  
To discriminate minor differences, here we account the total 
received packets as a cumulative summation of received 

packets at destination and record it over time. 

As shown in the figure 5a, algorithms BIC and the Vegas in 
the non movement nodes stage, there was not much difference 
in total received packets.  

But in the case of mobile circumstances, as shown in the 
figure 5b, the algorithm Vegas delivered more packets to the 
destination than BIC. The performance of Vegas is very much 
linear. 

 

5(a) 

 

5(b) 

Fig 5: Total Received Packets (5a) Time versus Total 

Received packets without mobility (5b) Time versus total 

Received packets with mobility 20 m/s 

4.5 Dropped Packets over Time  
Several situations exist where source or destination devices 
drop packets due to heavy loads in the data transmissions of 
wireless communication. The dropped packet count is the 
number of data packets are collided or crashed during the data 
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transmission between source and destination. Here we account 
the cumulative sum of dropped packets over time. 

As shown in the figure 6(a), both algorithms BIC and Vegas 
are in the non movement nodes ad hoc networks, there was 
not much difference in the point of total dropped packets over 

time. 

 

6(a) 

 

6(b) 

Fig 6: Dropped packets (6a) Dropped packets without 

mobility (6b) Dropped packets with mobility 20 m/s  

But in the case of mobile scenario, as shown in the figure 
6(b), the algorithm Vegas provided the excellent result than 
BIC. 

4.6 Network Load over Time   

 

7(a) 

 

7(b) 

Fig 7: Network Load (7a) Network Load without mobility 

(7b) Network Load with mobility 20 m/s   

The term network load is used to describe how much data will 
be transmitted over a connection with in the time duration. It 
is a gross measurement, taking the total amount of data 
transferred in a given period of time as a rate, without taking 
into consideration the quality of the signal itself.  

The ratio of the number of packets transmitted and the 
quantity of packets delivered to destination node within the 

time period. 

As shown in the figure 7(a), algorithms in the scenario 
without mobility, there was not much divergence in total 
network load over time. But in the case of mobile scenario, as 
shown in figure 7(b), the algorithm Vegas provided very 
stumpy network load than the algorithm BIC.  

5. CONCLUSION  
We have successfully evaluated the TCP BIC and TCP Vegas 
congestion control algorithms using NS2 simulation tool. The 
performance of these two algorithms analyzed in ideal 
condition without any cross traffic and any other additional 
flows. In this small MANET scenario, the algorithm BIC 
provided good throughput after 75 seconds but algorithm 

Vegas provided stable and excellent result almost all over on 
the whole run time. So we conclude the algorithm Vegas will 
be the good algorithm for small and short duration 
communication. 

6. FUTURE WORK  
In this work, we have evaluated only two algorithms from the 
TCP congestion control algorithm group. We have planned to 
do another evaluation with based on the types of algorithms, 
such as slow start and Congestion Avoidance. In our future 
work will be few algorithms from each of this category for 
evaluation. 
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