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ABSTRACT 

This paper presents an attempt to explore the applicability of 
harmony search algorithm (HSA) to solve extremely challenging 

non-convex economic load dispatch (ELD) problem with 
transmission losses involving variations of consumer load 
patterns. The efficiency of the proposed approach HSA has been 
tested successfully on the standard 6-bus system, IEEE-14 bus 
system, and the IEEE-30 bus system with several heuristic load 
patterns. The results of this study reveals that the proposed 
approach is able to find appreciable economical load dispatch 
solutions than the improved fast evolutionary program (IFEP) 
and particle swarm optimization (PSO). Besides this, the 

transmission line losses also considerably reduced and the 
computation time is reasonably even in all test cases and less 
when compared to other methods. 
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1. INTRODUCTION 
Economic load dispatch is an important daily optimization task 
in the power system operation. The main objective of economic 
load dispatch of electric power generation is to schedule the 
committed generation unit outputs so as to meet the load 
demand at minimum operating cost, while satisfying all unit and 
system equality and inequality constraints. In the conventional 
methods, the input-output characteristics of the thermal 
generators are usually approximated by quadratic functions or 

piecewise quadratic functions. It can be solved by using 
mathematical based optimization programming techniques like 
Lambda-iteration, Gradient, Newton method, Base-point 
participation factor method and so on. But they suffer from the 
“curse of dimensionality” or local optimality hence the 
conventional methods are not suitable for determining the global 
optimum solution of the ELD problem.  
The input-output characteristics of modern generators are 

nonlinear and highly constrained because of the valve- point 
loading effects, generating units ramp rate limits, etc…  
Recent artificial intelligent-based techniques, including the 
genetic algorithm (GA), simulated annealing (SA), evolutionary  
 

 
programming (EP), tabu search (TS), particle swarm 
optimization (PSO), and differential evolution (DE), [1–8] 
appear to be very efficient in solving highly nonlinear ELD 
problems without any restriction on the shape of cost curves due 
to their ability to seek the global optimal solution. Although 
these heuristic methods do not always guarantee the globally 

optimal solution, they generally provide a fast and reasonable 
solution, which is suboptimal but nearly the global optimal. A 
new optimization technique developed by Dr. Zong Woo Geem 
[9-11] known as harmony search algorithm (HSA) is 
successfully applied to solve nonlinear and non-convex 
optimization problems. Therefore an attempt is made to solve 
the ELD problem using HSA without valve point loading and 
with valve point loading along with load patterns. The 

computational results obtained by HSA are compared with the 
results of IFEP and PSO to ascertain the quality of optimum 
generation schedule produced by the proposed HSA is better 
than the other methods and also reduces the transmission losses 
and computational time.   
 
The paper is organized as; the Problem formulation is given in 
Section 2 followed by a gentle introduction of Harmony search 

algorithm in Section 3. Experimental results are provided in 
Section 4 and Section 5 which concludes the paper. 
 

2.  ECONOMIC LOAD DISPATCH    

       PROBLEM FORMULATION  
The primary objective of ELD is to allocate the most optimum 
real power generation level for all the available generating units 
in the power station that satisfies the load demand at the same 
time meeting all the operating constraints. The fuel cost 
characteristics of each generator unit, is represented by a 

quadratic equation and the valve point effect is modeled by 
adding a sine term to the quadratic equation. Mathematically, 
the problem is represented as                                                                
                            N 

 Minimize      Ft=∑ Fi (Pi)                                          (1) 

                            i=1 
Where Fi (Pi) = ai + bi Pi + ci Pi

2     without valve point loading 
effect   and Fi (Pi) = ai + bi Pi + ci Pi

2
 + |ei sin (fi × (Pi,min–Pi)| with 

valve point loading effect. 
Here ai , bi and ci  are the fuel consumption cost coefficients of 

the ith unit. ei and fi  are the fuel cost coefficients of the ith unit 
with valve-point effects.  
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Subject to the power balance constraints  





N
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LDi PPP
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0                                       (2)  

and the operational constraints 

 Pi,min < Pi < Pi,max    for i =1, 2, 3……N                    (3) 

where Ft is the total fuel cost; Fi is the fuel cost of ith generator; 

N is the total number of the online generators; Pi is the active 
power loading on ith generator; Pi,min , Pi,max are the minimum 
and maximum active power limits on the loading of the ith 
generator; PD is the total demand; and PL is the total real power 
transmission losses. In order to achieve real ELD, the 
transmission losses must be taken into account since the 
generating stations are usually widespread geographically. In 
this article, the traditional B loss matrix formula is used to 

calculate the transmission losses as follows.                                               
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Where Bij is the ij th element of the loss coefficient square 
matrix; B0i is the ith element of the loss coefficient vector; and 

B00 is the loss coefficient constant. Solving these equations for 
different load patterns by IFEP, PSO and HSA method, a set of 
economic load scheduling has to be obtained. 
 

3. HARMONY SEARCH ALGORITHM 

      TO SOLVE ELD PROBLEM  
Harmony search algorithm is an emerging meta-heuristic 
optimization algorithm, which is inspired by musical process of 
searching for a perfect state of harmony. It is a conceptualized 
using the musical improvisation process of searching for a 
perfect state of harmony. The harmony in music is analogous to 
the solution vector and the behavior of musician‟s improvisation 
is analogous to local and global search schemes, in optimization 

techniques. The procedure of the HSA consists of the following 
steps: 
 
Step 1.Initialize optimization problem and HSA algorithm 
           parameters. 
Step 2.Initialize harmony memory (HM). 
Step 3.Improvise a new harmony from HM. 
Step 4.Update harmony memory. 

Step 5.Check the stopping criterion. 
 

3.1 Initialize the problem and algorithm 

        parameters  
The optimization problem is defined as follows: 

Minimize f(x) subject to xi Є Xi , i=1,…..,N. where f(x) is the 

objective function, x is the set of each  decision variable (xi); Xi 
is the set of the possible range of values for each design 
variable, that is  XiL ≤ Xi ≤ XiU. where XiL and XiU are the lower 
and upper bounds for each decision variables.  
The HSA parameters are also specified in this step. They are the 
harmony memory size (HMS), or the number of solution vectors 
in the harmony memory; harmony memory considering rate  

(HMCR); bandwidth (BW); pitch adjusting rate (PAR); number 
of improvisations (NI) or stopping criterion and number of 
decision variables (N). 
 

3.2 Initialize the harmony memory (HM) 
The harmony memory is a memory location where all the 
solution vectors (sets of decision variables) are stored. HM 

matrix is filled with as many randomly generated solution 
vectors as the HMS. 

HM= 
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3.3 Improvise a new harmony  
A new harmony vector, x' = ( x'1, x'2,……,x'N ), is generated 
based on the three rules: (1) memory consideration, (2) pitch 
adjustment and (3) random selection. Generating a new harmony 
is called „improvisation‟. The value of the first decision variable 
(x'1) for the new vector can be chosen from any value in the 
specified HM range (x'1- x1

HMS). Values of the other design 
variables ( x'2, x'3,……,x'N  ) are chosen in the same manner. 
HMCR, which varies between 0 and 1, is the rate of choosing 

one value from the historical values stored in the HM, while               
(1- HMCR) is the rate of randomly selecting one value from the 
possible range of values. 
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For instance, a HMCR of 0.95 indicates that the HSA will 
choose the decision variable value from historically stored 
values in the HM with the 95% probability or from the entire 
possible range with the 100-95% probability. Every component 
of the new harmony vector, x' = ( x'1, x'2,……,x'N ), is examined 

to determine whether it should be pitch-adjusted. This operation 
uses the PAR parameter (the PAR parameter determines the 
probability of a candidate member from the HM matrix to be 
improvised, this term is equivalent to the mutation operator in 
GA), which is the rate of pitch adjustment as follows: 
 
                                        Yes    with probability   PAR    
Pitch adjusting 

decision for x'i  
                                         No   with probability   ( 1- PAR )    (7) 
 
The value of (1- PAR) sets the rate of doing nothing. If the pitch 
adjustment decision for x' is Yes, x' is replaced as follows:   
 

BWrand'x'x ii 
           

                                         (8)  

Where BW is an arbitrary distance bandwidth for the continuous 
design variable and rand is a random number between 0 and 1. 
In step 3, HM consideration, pitch adjustment or random 
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selection is applied to each variable of the new harmony vector 
in turn. 

3.4 Update harmony memory  
If the new harmony vector, x' = ( x'1,x'2,……,x'N ), is better than 

the worst harmony in the HM, from the point of view of 
objective function  value, the new harmony is included in the 
HM and the existing worst harmony is excluded from HM. 
 

3.5  Check the stopping criterion  
If the stopping criterion (i.e.) maximum number of 
improvisations is satisfied, computation is terminated. 
Otherwise, Step 3 and 4 are repeated.   
 

4. CASE STUDY AND SIMULATION  

      RESULTS  
The standard 6-bus system [12], IEEE-14 bus system [14], and 
IEEE-30 bus system [15] were taken as test systems to 
demonstrate the effectiveness of the proposed algorithm. In 
order to validate the results, the results of the proposed HSA 
algorithm were compared with results of well known benchmark 

algorithms IFEP & PSO. Based on the several simulation 
studies, the optimal control parameters value of the proposed 
HSA and the benchmark algorithm IFEP and PSO are as 
follows. 
 

HSA PSO IFEP 

Population  
size                   =20 

Population 
size           =20 

Population  
size                    =20 

Max_ iteration 
                     =1000 

Max_ iteration 
              =1000 

Max_ iteration  
                      =1000 

Harmony memory 
considering rate 
                     = 0.95 

Inertia weight: 
        Wmax=0.9 
        Wmin=0.4 

Mutation  
operator         = 0.01 

Pitch adjusting  
 rate              = 0.45 
Bandwidth 
                     = 0.01 

Acceleration 
coefficients: 
              C1=2 
              C2=2 

Selection  
operator        = 0.08 

 
Fig.1 shows the convergence characteristic with magnified 
portion up to 100 iterations of IFEP, PSO & HSA for test 

system-1 with valve point loading effect. The cost and the 
execution time presented in this paper are the average value of 
50 trials. The computer program was developed in MATLAB 
and runs on a 1.6 GHz, Pentium-IV, 128 MB RAM, PC.    
 

4.1 Test System 1 
The standard 6-bus system is composed of three thermal 
generating units and three load buses. The cost curve data is 
presented in G. Ravi et al. [13]. The line parameters are as given 
in Wood and Wollenberg [12]. This 6-bus test system supplies 

ten different heuristically taken load demands with load pattern 
as given in [13].  The solution of ELD problem without and with 
valve point effect is shown in the Table.1 & 2.  It is observed 
that the proposed HSA method is better than the other methods 
in saving the cost of generation considerably, reducing line 
losses and also reducing execution time, especially while 

considering the valve point loading effect. The execution time of 
HSA is almost constant for all level of loads shown in Fig.2 & 3.   
 

 
 

Fig. 1   Convergence   characteristic (magnified up to 100 
iterations) of 6 bus system with valve point loading effect 

 

4.2 Test System 2 
The IEEE-14 bus system is composed of five thermal generating 
units. The cost curve data is presented in G. Ravi et al. [13] and 
all other necessary information is presented in Ramesh and Li 
[14]. Due to the lack of space, only two heuristically taken load 
patterns of 289MW & 260.01 MW are given in Table.3. The 
solution of ELD problem without and with valve point effect is 
shown in Table.4. The result obtained by the proposed HSA 
method is better than the other methods in saving the cost of 

generation, reducing line losses and also reducing execution 
time. The execution time of HSA is almost constant for the two 
load patterns under consideration. 
 

 
 



International Journal of Computer Applications (0975 – 8887)  
Volume 16– No.1, February 2011 

29 

 

Fig. 2   Comparison of execution time of 6-bus system 

without valve point loading 
 
 

 
 

Fig. 3   Comparison of execution time of 6-bus system with 

valve point loading 
 

4.3 Test System 3 
To verify further the effectiveness of the proposed HSA 

approach, the IEEE-30 bus system was taken which composed 

of six thermal generating units. The cost curve data is presented 

in G. Ravi et al. [13] and all other necessary information is 

presented in Lee et al. [15]. Due to the lack of space, only two 

load patterns of the system are shown in Table.5. The 

corresponding simulation results of IFEP, PSO and the proposed 

HSA method are given in Table.6 for 283.4 MW and for 

400MW load demands. It is clearly seen that the considerable 

saving in generation cost could be obtained by HSA method 

when compared to the other two methods. Furthermore it is 

observed that, the line losses are also reduced, the execution 

time is also less and almost constant. In all the test cases, it is 

observed that due to the presence of valve point effect, the cost 

of the system with valve point loading is more than the system 

without valve point loading. 

 

 

Table. 1   Comparative result of standard 6-bus system without valve point effect 

S.No PD 

(MW) 

Method P1 

(MW) 

P2 

(MW) 

P3 

(MW) 

PL 

(MW) 

Cost 

($/hr) 

Time  

(Sec) 

1 195 

IFEP 50.00 84.06 67.11 6.17 2941.67 0.52 

PSO 50.00 84.83 66.34 6.17 2941.63 0.40 

HSA 50.00 83.80 67.35 6.15 2941.43 0.30 

2 205 

IFEP 50.00 88.79 72.77 6.56 3064.98 0.51 

PSO 50.10 89.45 72.01 6.56 3064.96 0.41 

HSA 50.10 87.97 73.48 6.55 3064.88 0.29 

3 215 

IFEP 50.00 93.42 78.34 6.75 3186.84 0.50 

PSO 50.00 92.00 79.74 6.74 3186.65 0.40 

HSA 50.00 95.09 76.62 6.71 3186.39 0.30 

4 225 

IFEP 50.00 98.34 84.25 7.59 3317.32 0.52 

PSO 67.00 90.58 74.93 7.51 3317.04 0.40 

HSA 65.00 91.01 76.49 7.50 3316.89 0.30 

5 235 

IFEP 50.20 103.05 89.90 8.15 3445.34 0.51 

PSO 52.00 100.00 91.13 8.13 3445.27 0.40 

HSA 52.28 100.26 90.59 8.13 3445.21 0.30 

6 

 
245 

IFEP 52.63 106.72 94.31 8.66 3573.51 0.50 

PSO 55.00 102.00 96.63 8.63 3573.46 0.42 

HSA 59.00 103.80 90.78 8.58 3572.96 0.31 

7 255 
IFEP 57.11 109.37 97.41 8.89 3698.94 0.52 

PSO 58.00 108.93 96.95 8.88 3698.84 0.42 
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Table. 2   

Comparative result of standard 6-bus system with valve point effect 

HSA 60.41 107.97 95.48 8.86 3698.65 0.30 

8 265 

IFEP 61.57 112.10 100.75 9.42 3828.51 0.51 

PSO 62.00 111.90 100.52 9.42 3828.46 0.42 

HSA 65.75 110.54 98.10 9.39 3828.19 0.29 

9 275 

IFEP 65.94 114.70 103.81 9.45 3952.28 0.50 

PSO 68.00 113.73 102.71 9.44 3952.23 0.41 

HSA 68.02 112.98 103.43 9.43 3952.13 0.30 

10 285 

IFEP 70.47 117.38 107.19 10.04 4083.60 0.52 

PSO 72.00 116.73 106.31 10.04 4083.57 0.40 

HSA 72.02 116.41 106.60 10.03 4083.51 0.30 

S.No 
PD 

(MW) 
Method 

P1 

(MW) 

P2 

(MW) 

P3 

(MW) 

PL 

(MW) 

Cost 

($/hr) 

Time  

(Sec) 

1 195 

IFEP 50.00 37.50 114.01 6.51 3007.77 0.50 

PSO 50.00 61.18 90.00 6.18 3001.23 0.44 

HSA 50.00 60.17 90.99 6.16 2999.90 0.35 

2 205 

IFEP 50.00 42.22 119.80 7.02 3117.31 0.51 

PSO 80.00 55.79 76.00 6.79 3116.03 0.45 

HSA 70.00 51.68 90.00 6.68 3115.75 0.35 

3 215 

IFEP 50.00 127.36 45.00 7.36 3235.54 0.51 

PSO 60.00 45.00 116.92 6.92 3232.16 0.44 

HSA 70.00 51.74 100.14 6.88 3230.01 0.35 

4 225 

IFEP 50.00 138.01 45.00 8.01 3349.61 0.51 

PSO 50.00 137.96 45.00 7.96 3348.92 0.45 

HSA 55.00 97.04 80.50 7.54 3347.63 0.35 

5 235 

IFEP 50.00 148.78 45.00 8.78 3513.20 0.50 

PSO 50.00 113.19 80.00 8.19 3512.28 0.45 

HSA 50.00 110.85 82.32 8.17 3510.00 0.35 

6 
 

245 

IFEP 50.00 150.00 54.13 9.13 3678.44 0.50 

PSO 99.86 109.21 45.00 9.07 3676.07 0.45 

HSA 98.00 110.81 45.25 9.06 3674.30 0.35 

7 255 

IFEP 99.83 44.73 119.84 9.41 3773.32 0.51 

PSO 91.43 52.28 120.55 9.26 3771.17 0.45 

HSA 90.00 65.05 109.01 9.06 3768.18 0.35 

8 265 

IFEP 99.89 129.93 45.00 9.82 3884.54 0.50 

PSO 99.00 55.99 119.80 9.79 3880.53 0.45 

HSA 95.00 59.92 119.80 9.72 3876.57 0.35 

9 275 

IFEP 99.88 140.33 45.50 10.72 4014.99 0.50 

PSO 50.00 133.17 101.50 9.67 4012.85 0.45 

HSA 51.00 133.65 100.01 9.66 4010.27 0.35 

10 285 IFEP 50.00 125.51 119.80 10.31 4118.01 0.51 
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Table. 3    Heuristic Load Pattern for IEEE-14 bus system 

PD 

(MW) 

Bus. 

No 

Load 

(MW) 

Bus. 

No 

Load 

(MW) 

Bus. 

No 

Load 

(MW) 

Bus. 

No 

Load 

(MW) 

Bus. 

No 

Load 

(MW) 

289 
1 0 4 47.80 7 0 10 09.00 13 13.50 

2 21.70 5 07.60 8 30.00 11 03.50 14 14.90 

3 94.20 6 11.20 9 29.50 12 06.10   

260.01 
1 0 4 43.02 7 0 10 08.10 13 12.15 

2 27.00 5 06.84 8 84.78 11 03.15 14 13.41 

3 19.44 6 10.08 9 26.55 12 05.49   

 
Table. 4    Comparative result of IEEE-14 bus system   

(Load Pattern-I, PD=289 MW)  & (Load Pattern-II, PD=260.01MW) 

Method 
P1 

(MW) 

P2 

(MW) 

P3 

(MW) 

P4 

(MW) 

P5 

(MW) 

PL 

(MW) 

Cost 

($/hr) 

Time  

(sec) 

without valve point effect, PD=289MW 
 

IFEP 100.00 50.00 52.84 45.00 44.98 3.84 944.95 0.70 

PSO 100.00 50.00 54.29 43.60 44.94 3.83 944.11 0.62 

HSA 100.00 50.00 54.56 44.46 43.79 3.81 943.66 0.55 

with valve point effect, PD=289MW 

 

IFEP 96.28 50.00 56.39 45.00 44.99 3.66 1064.27 0.72 

PSO 95.07 50.00 58.77 44.55 44.26 3.65 1064.09 0.65 

HSA 95.19 49.46 58.41 44.97 44.61 3.65 1063.16 0.55 

without valve point effect, PD=260.01MW 
 

 

IFEP 100.00 49.45 32.98 44.86 36.75 4.03 768.37 0.71 

PSO 100.00 50.00 30.89 44.23 38.86 3.97 767.66 0.64 

HSA 100.00 50.00 31.23 45.00 37.74 3.96 766.91 0.55 

with valve point effect, PD=260.01MW 
 

IFEP 95.99 49.29 29.61 44.98 43.91 3.77 874.77 0.74 

PSO 96.07 49.56 30.06 44.86 43.21 3.75 874.09 0.67 

HSA 96.07 48.57 29.79 44.88 44.42 3.72 873.93 0.56 

 

Table. 5   Heuristic Load Pattern for IEEE-30 bus system 

 

PD 

(MW) 

Bus. 

No 

Load 

(MW) 

Bus. 

No 

Load 

(MW) 

Bus. 

No 

Load 

(MW) 

Bus. 

No 

Load 

(MW) 

Bus. 

No 

Load 

(MW) 

 
283.4 

1 0 7 22.80 13 0 19 9.50 25 0 

2 21.70 8 30.00 14 6.20 20 2.20 26 3.50 

3 2.40 9 0 15 8.20 21 17.50 27 0 

4 7.60 10 5.80 16 3.50 22 0 28 0 

5 94.20 11 0 17 9.00 23 3.20 29 2.40 

PSO 52.00 131.27 112.00 10.27 4116.16 0.45 

HSA 53.00 129.34 112.90 10.24 4115.21 0.36 
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6 0 12 11.20 18 3.20 24 8.70 30 10.60 

 

400 
 
 
 

1 0 7 22.80 13 33.50 19 9.50 25 0 

2 84.20 8 30.00 14 6.50 20 12.20 26 0 

3 12.40 9 0 15 8.50 21 17.50 27 0 

4 7.60 10 15.80 16 13.50 22 0 28 0 

5 41.70 11 0 17 9.00 23 3.20 29 22.40 

6 0 12 27.30 18 3.10 24 8.70 30 10.60 

 

Table. 6   Comparative result of IEEE-30 bus system 

(Load Pattern-I, PD=283.4 MW)  & (Load Pattern-II, PD=400MW) 

 

 

 

 

 

 

 

 

 

 

 

 

5. CONCLUSION 
This study was done on the application feasibility of harmony 
search algorithm for solving economic load dispatch by taking 
into account of load pattern problem. The simulation result 
shows that the proposed method can give competitively cheaper 
generation cost and also considerable reduction in the 
transmission line losses, Further more the execution time for all 
the three test systems under consideration are almost constant 
and  less when compared to the IFEP & PSO methods. Hence, 

the performance of the proposed HSA appears to be an efficient 
and powerful tool to solve highly nonlinear discontinuous cost 
functions of ELD problem and to obtain globally better optimum 
solution. The future work will be explored to incorporate the 
ramp rate and multi-fueling options constraints into the objective 
function formulation by using the proposed HSA technique. 
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