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ABSTRACT 

Writing which has been the most natural method of collecting, 

storing and transmitting information through the centuries, now 

serves not only for the communication among humans, but also 

for the communication of humans and machines. The free style 

handwriting recognition is difficult not only because of the great 

amount of variations involved in the shape of characters, but 

also because of the overlapping and the interconnection of the 

neighboring characters. 

In this paper we are presenting a structured based feature 

extraction for handwritten Marathi word. And rule based 

recognition was applied which has given 85 to 90 % recognition 

rate.  

General Terms: Pattern Recognition, OCR . 

Keywords: Structured Feature extraction, Recognition and 

Rule based approach. 

1. INTRODUCTION 
Writing which has been the most natural method of collecting, 

storing and transmitting information through the centuries, now 

serves not only for the communication among humans, but also 

for the communication of humans and machines.  

From the recorded history, only humans were able to recognize 

and interpret the handwriting of other human being. The term 

“Handwriting” is defined as meaning to a surface consisting of 

artificial graphic mark conveying some messages through the 

marks conventional relation to language [1]. Fueled by the 

curiosity to uncover the secret of human minds, many scientists 

began to focus their attention on attempting to mimic intelligent 

behavior. One of such attempt is to imitate the way the human 

read and recognize printed and handwritten matter. 

Optical Character Recognition (OCR) is the most crucial part of 

Electronic Document Analysis Systems. The solution lies in the 

intersection of the fields of pattern recognition, image and 

natural language processing. Although there has been a 

tremendous research effort, the state of the art in the OCR has 

only reached the point of partial use in recent years. Nowadays, 

cleanly printed text in document with simple layouts can be 

recognized reliably by off-the-shelf OCR software [3 7]. There 

is only limited success in handwriting recognition, practically 

for isolated and neatly hand-printed characters and word for 

limited vocabulary. However, in spite of the intensive effort of 

more than thirty years, the recognition of free style and cursive 

handwriting as in the example of figure 1 continues to remain in 

the research arena. 

 

Figure 1: An Example of Handwriting in English and 

Devanagari script 

The difficulty of the free style handwriting recognition is not 

only because of the great amount of variations involved in the 

shape of characters, but also because of the overlapping and the 

interconnection of the neighboring characters. In addition to the 

peculiarities of an author‟s idio-script, which means one writer 

can be identified among thousands; there are the peculiarities of 

writing in different situations, with different media and for 

different purposes. Sometimes it may not be possible to extract 

the characters from the whole word. Furthermore, when 

observed in isolation, characters are often ambiguous and 

require context to minimize the recognition errors. 

In order to reach the ultimate goal of fluent machine reading 

many sub problems have been investigated applying some 

constraints to the recognition system. One constraint may be 

imposed on data acquisition equipment, by using a digitizer as in 

the on-line recognition task is performed concurrently. This 

approach avoids complicated pre-processing operations and 

captures the temporal information. On the other hand, the input 

in the off-line recognition systems is a pre-written document 

image that is converted into a bit pattern data through an optical 

scanner. The data is contaminated with various sources of noise. 

Another constraint is the restriction of the system to the writing 

of a specific user. In this case, the system is “writer dependent”. 

It is possible to make the system learn accurately the writing 

style of the user and have a satisfactory performance in 

recognizing a specific writing. Thirdly, the size of the 

vocabulary can be limited. The system looks for the whole word 

in lexicon. Which best fits the unknown word. Thus, it avoids 

the recognition errors due to imperfect segmentation and 

increases the recognition rates. Lastly, some constraints can be 

applied on the writing style using pre-printed guidelines or 

boxes on forms or envelopes. 

Therefore, the methods and the success of the recognition rates 

depend on the level of constraints on handwriting. Considering 

the roman script, the difficulty is less for handwriting produced 

as a sequence of separated characters than for the cursive script. 



International Journal of Computer Applications (0975 – 8887) 

Volume 16– No.6, February 2011 

43 

For other writing systems, character recognition is hard to 

achieve, as in the case of Chinese characters, which is 

characterized by complex shapes and a huge number of symbols. 

In the case of Devanagari script the situation gets more 

complicated due to number of vowels, consonants and the half 

consonants, i.e. similar characters with lot of modifiers and the 

extensive use of Header line called as Shirorekha [1,2,3],.  

In this we are presenting a novel structured based feature 

extraction technique for handwritten Marathi words of numerals.  

2. FREESTYLE HANDWRITTEN 

MARATHI WORD 
The free style handwriting recognition is difficult not only 

because of the great amount of variations involved in the shape 

of characters, but also because of the overlapping and the 

interconnection of the neighboring characters. Figure 2 shows 

the sample data used. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Shows on of the sample data used in our work. 

The collected data is preprocessed; resized and thin images are 

used for further processing. 

2.1 Feature Extraction 
There are lots of different types of tilt in the characters some are 

due to the nature of the vowels and consonants but some are due 

to the writing style as shown in the figure 3 even a straight line 

in two images are not that straight which is effecting the values 

calculated for finding proper features [6 7 20]. 

 

Figure 3: Variation in the line drawn in the same characters 

 Thus we wanted to extract the character into basic components 

for this we have used the concept of Psychology of reading. 

2.2 Psychology of reading 
Visual recognition of words has been widely investigated by 

psychologist during the past century and has produced two very 

different interpretations.  Holistic theories suggest that words are 

identified directly from their global shapes. Holistic theories of 

reading propose that reading is accomplished using stored 

encodings of shapes of words as shown in figure 4. Hierarchical 

theories on the other hand, hypothesize that a words recognized 

from letters from features detected in stimulus. 

 

Figure 4: The word shape of English words written different 

styles 

2.3 Polygon or box fitting Approach 
Taking into consideration of things discussed above we have 

utilize the befits of letter shape of letters to reduce the complex 

nature of Contours and as mentioned above instead of word 

shape. Word level template of characters designed using the 

following parameter: 

1) Length of words and 2) Probability of occurrence of a single 

character with respect to other characters represented .  

The basic component of the approach in detail: 

Polygon or box fitting : the concept of fitting the polygon or box 

to the character is carried in Top-Down approach for this 

purpose five variety of box has been used  that is closed box , 

Lower open ,left open, right open and down open  and a line 

characters with no boxes as shown in figure 5. 

 

Figure 5:All the shapes for Box Fitting 

Steps for fitting the box: 

a) The character is scanned and the location where the box can 

be fixed is located. 

b) Then the box is fixed according to the character. 

c) But the character like „sa‟ have joints with it like ligatures due 

to which proper boxes are not fixed thus left to right scan is 

done and step a and b steps are repeated.   

d)Lastly the boxes are resized to 7 X 7 matrix and matched to 

one of the template for generating the string for the character.  
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     Example of fitting the box in character „ka‟ partial section 

scanning from left to right are shown in figure 6 

 

Figure 6: Complete box drawn 

Some sample of box fitting of few characters is shown in 

following figures 7 to 9: 

 

Figure 7: showing Box fitting for Cha and AH 

 

Figure 8: showing Box fitting for Ta and Ra 

 

Figure 9: showing Box fitting for pa and laa 

Few characters having two templates due to the variations found 

in the database like Pa and cha having same template  

The first problem can be overcome by just standardizing one of 

the template depending upon the maximum character converges 

to it, but this will drop the recognition rate. Second problem can 

be addressed by looking as the nature of both the character 

occurrences with respect to each other and other characters. It 

was found that pa is having no relation other than cha , while 

cha is having relation with ra. So it helped us to recognize them 

based on the probability of the occurrences of the other 

characters that takes the consideration of based on the concept of 

bayes net, in this case both the character has same length size in 

word view. 

3. CLASSIFICATION AND 

RECOGNITION 
Once the feature selection finds a proper representation, a 

classifier can be designed using the number of possible approach 

available in the literature. Recognition plays the important role 

in assigning a label to a character based on the information 

provided by its descriptors. We used a rule based approach for 

the structured based features which are discussed in detail in 

remaining sections. 

3.1 Rule based approach 
Rule base approach is based on If Condition then Action 

structure. Our structure based features are represented by rule 

based approach. For recognition every possible condition is 

verified for the feature.  

Variables: 

WordBit; Length of the character in word either one or two in 

this case. 

TestSample1; First character in the word 

TestSample2; Second character in the word 

 

Table:1 Label for the respective box 

 

 

 

 

 

 

 

 

 

 

 

Rule Based Algorithm: 

If WordBit = 1 

then If TestSample1 = = 'L1' then Bitstream 5 

L1;  | 

B1;   

 

UB; 

 

LB; 

 

RB; 

 

DB; 
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    Elseif TestSample1 = = 'LBRB'OR 'LBUB' then Bitstream 3 

    Elseif TestSample1 = = 'RBRB' then Bitstream 9 

If WordBit = 2 

then If TestSample1 = = 'L1L1' then Bitstream 1 

Elseif TestSample1 = = 'DB' then Bitstream 4 

Elseif TestSample1 = =  'UB' then  

 If TestSample2 = = 'UB'  then Bitstream 7 

 Elseif TestSample2 = = 'LB'  then Bitstream 6 

Elseif TestSample1 = = 'LBUBDB'  then Bitstream 10 

Elseif TestSample1 = = LBLBUBDB'  then Bitstream 11 

and  

If TestSample2 = = 'B1B1'  then Bitstream 2 

Elseif TestSample2 = = 'L1' then Bitstream 5  

Elseif TestSample2 = = 'LB'  then Bitstream 8  

Elseif TestSample2 = = 'UB'  then Bitstream 6  

Elseif TestSample2 = = 'DB'  then Bitstream 4  

Elseif TestSample2 = = 'B1'  then Bitstream 12  

Elseif TestSample2 = = 'LBUBDB' then Bitstream 10 

3.2 Codebook Generation for Recognition 
Codebook generation is an essential stage of Hidden Markov 

Model for training and clustering in HMM before training. In 

discrete density HMM‟s represented every observation as one of 

a number of discrete vector prototypes. By observing the 

frequency of each of these prototypes, the probability of each 

can be estimated. In their original form, the observation may 

take the same form as these prototype vectors, take on larger 

variety of discrete values or may take on values from some 

continuous distribution. In either of the last two cases, before 

training a model must be first created i.e. a codebook of 

prototype. Such that any observation can be represented by one 

of these prototypes. Thus in our system we are trying to create a 

codebook prototype for each pseudocode.[21,22] 

 We created the codebook, so that a predetermined number of 

clusters must be created that will partition the input space into 

linearly separable regions, one for each codebook. This partition 

is most often done by selecting an initial set of prototype vectors 

and iteratively improving on them. Gray et al. [26] describes 

methods of selecting an initial codebook.  Methods of random 

selection include selecting the first set of observations from the 

training data to act as the initial codebook vectors, and selecting 

training observations at regular interval to act as the initial 

vector, the latter of which act as a better starting point if data are 

highly correlated. 

 Once an initial set of codebook vectors have been selected, 

classifying each to its closest prototype vectors clusters training 

observations. Using these new clusters each codebook vectors 

can be recalculated to more accurately reflect the real cluster of 

vectors that are falling within it cluster. 

Clusters are created using data from the entire set of training 

observations as a single pool of data or by using class labels, 

provided by the training observations to create clusters from 

each individual class pool of data. The former techniques is 

known as intrinsic or unsupervised while the later is known as 

extrinsic or supervised clustering [ 27]. As examples these labels 

may be characters from an alphabet, words, phonemes or some 

smaller subgroup of one of these. Humans generally provide 

labels by a very tedious job called truthing. Due to the large 

number of man-hours it may be the case that higher-level labels 

will be available, but labels of higher granularity, such as 

characters are not available. In this case a supervised clustering 

can be performed at the word level, while unsupervised 

clustering must be performed at the sub-word level.  

Bitstream used in work is nothing but 13 bit long stream of zeros 

and ones for Marathi letters. The Bitstream value represented in 

the rule based structure shows the on position of bit for the 

character in the bitstream which is unique for each character, 

which is acting as a codebook for us.figure 10 which shows the 

codebook in Matrix form for Marathi character. 

 
Figure 10:Character Bitstream  in matrix form for Marathi 

character 
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4. RESULTS  
For each character 200 samples were taken, and and all 200 

character were tested, against their class and with other class 

template of characters. Following table 2 shows the results for 

recognition were best result is for character “ahi” and the lowest 

is for “ahoo” as major things of “ahoo” collide with many 

different classes and the character is also not so clear. 

Table 2 : Results based on Structural Approach for sorted 

data 

 

Where, RS is Recognized Samples Used and %Rec is 

Recognition Rate of each character  

5. CONCLUSION 
Free style handwriting recognition is a difficult problem, not 

only because of the great amount of variations in handwriting, 

but also because of the overlapping and the interconnection of 

the neighboring characters. Furthermore, when observed in 

isolation, characters are often ambiguous and require context to 

minimize the classification error. In this paper we aimed at 

developing systems for limited domain applications. A novel 

approach for feature extraction that is box based method is 

applied which is actually taken on the basis of the concept of 

psychology of reading and a rule based recognition system was 

developed which has shown better results compared to statistical 

based approaches.   

On an average the performance of recognition of the system is 

85 to 90 %, but the major constraint of the system is the limited 

vocabulary.    
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