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ABSTRACT

Content-Based Image Retrieval (CBIR), also known as query
by image content (QBIC) Content-based image retrieval
(CBIR) system helps users to retrieve relevant images based
on their contents. Content Based Image Retrieval (CBIR)
technologies provide a method to find images in large
databases by using unique descriptors from a trained image.
The image descriptors include texture, color, intensity and
shape of the object inside an image. In this paper, we compare
the several feature extraction techniques viz., Gabor, Wavelet
and Histogram over color and texture features applied in a
novel way for color image and used for CBIR. The
experiments which show that the Gabor filters advice
promising results are reported.
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1. INTRODUCTION

Impression is more by an image rather than thousands of
words as stipulated by the statement "A picture is worth a
thousand words". Nowadays, because of the Internet and the
image sensor technology improvement, it is easy to access to
digital images and the large amount of multimedia data are
generated and transmitted in digital format. When search for
an image from the web the results cannot meet their
satisfaction. Even with the Google image search, the user’s
requirement still cannot be completely satisfied. Since
searching of images are based upon associated metadata such
as keywords, text, etc. The aim of CBIR is to avoid the use of
textual descriptions. So in CBIR, retrieving of image based on
similarities in their contents like textures, colors, shapes etc.
are lower level features of image. The term CBIR describes
the process of retrieving desired images from the large
collection of database on the basis of features that can be
automatically extracted from the images themselves.

In CBIR each image stored in the database, has its features
extracted and compared to the features of the query image. It
involves two processes viz Feature extraction and feature
matching process.

In the first process it will extract the image features to a
distinguishable extent. In this paper Color Histogram for color
feature; Gabor and wavelet Transform for texture feature are
used and extract their features from the image. In the second
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process it involves matching these features to yield a result
that is visually similar. In this paper three types of Distance
Metric Measures like Euclidean Distance, Chi-Square
Distance and Weighted Euclidean Distance for feature
matching process are used. The basic idea behind CBIR is
when building an image database, feature vectors from images
like color, texture are to be extracted and storing the vectors in
another database for future use.

For the given a query image its feature vectors are computed.
If the distance between feature vectors of the query image and
images in the database is small enough, the corresponding
image in the database is to be considered as a match to the
query. The search is usually based on similarity rather than on
exact match and the retrieval results are then ranked
accordingly to a similarity index. The block diagram of basic
CBIR system is shown in Figure 1.
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Figure 1. Block diagram of CBIR

For example a distance of 0 signifies an exact match with the
query. In this paper, the detailed comparison of different
feature extraction techniques are discussed and experimented
on group of images. The motivation is to get the best
technique to be used in further image retrieval application.
This paper is organized as follows. The next section briefly
describes the review of literature, Visual Feature Extraction
methods are discussed in Section 3, Feature Matching Process
are discussed in 4, Result and Discussions are in Section 5,
Finally conclusion of the paper and presenting future research
directions are in Section 6.
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2. REVIEW OF LITERATURE

Content-based image retrieval, also known as query by image

content and content-based visual information retrieval is the
application of computer vision to the image retrieval problem,
that is, the problem of searching for digital images in large
databases. In the first generation, text annotations are used to
retrieve the image accordingly [1]. To overcome the
difficulties encountered by a text-based image retrieval
system, content-based image retrieval was proposed in the
early 1990s [3, 4].Some successful applications of CBIR
include:

o Texture segmentation and texture feature extraction
(Fogel and Sagi, 1989; Jain and Farrokhnia, 1991;
Turner, 1990),

Fingerprints identification (Hammamoto, 1999),
Face (Liu and Wechsler, 2001; Wiskott et al., 1997)
Iris recognition (Daugman, 1998),
Edge detection (Mehrotra et al., 1992; Su and Wang,
2003),
e Directional image enhancement, image compression
(Daugman, 1988),
e Hierarchical image representation and recognition (Jain
etal., 1997; Lee, 1996).
CBIR concept is used in many different fields, in Biomedicine
fields such that X-ray, CT, medical diagnosis and security
filtering, art galleries, museums, personal album etc.

A number of previous works have been done addressing
different feature extraction techniques of the image elements
for image retrieval. In 2008, Wan Siti Halimatul Munirah
Wan Ahmad and Mohammad Faizal Ahmad Fauzi [8] have
proposed feature extraction techniques in CBIR using CT
Brain image (gray scale image). In this paper trials of
implementing it in color images with feature extraction
technique of Color Histogram (Color feature), Gabor
Transform (texture feature) and Wavelet Transform with
(texture feature) are adhered. Distance Metric Measures like
Euclidean Distance, Chi-Square Distance, and Weighted
Euclidean Distance for retrieving the image from the image
dataset are used.

3. VISUAL FEATURE EXTRACTION
METHODS

3.1 Binning Method (Color Histogram):
Color represents one of the most widely used visual features
in CBIR systems. Each pixel of a image is associated to a
specific histogram bin only on the basis of its own color, and
color similarity across different bins or color dissimilarity in
the same bins are not taken into account. Here three
components like red, green, blue in RGB space are used. For
the color histogram, the distribution of the number of pixels
for each quantized bin can be defined for each component.
Quantization in terms of color histograms refers to the process
of reducing the number of bins by taking colors that are very
similar to each other and putting them in the same bin. By
default the maximum number of bins one can obtain using the
color histogram function in MatLab is 256. The comparison
between images (query image and image in database) is
accomplished through the use of some distance metric which
determines the distance or similarity between the two
histograms.
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Initially, the color features for all images and also for the
query image are extracted. The Color histogram of image I is
defined as, for a color C; , HC; (I) represents the number of
pixels of color C; in image 1. for color histogram [9].

Figure 2(a ) Elephant as a sample query image
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Figure 2(b). Histogram of Elephant image

The sample of query image and its histogram is shown in
Figure 2(a) and Figure 2(b).

3.2 Gabor Transform (Texture)

Gabor is a technique that extracts information from an image.

It’s a multi-scale, multi-resolution filter. The two-dimensional
Gabor filter can be represented as a complex sinusoidal signal

modulated by Gaussian function as l//(x, y,o, A,0k) 2]

and

2k
l//(xayao-aﬂ@ek):g(X,y,O')eXp( ) l)__(l)
it can be formulated as follows: where

X+ Ve
g(xayao-):ex 2;_/2)/ ___(2)

is a Gaussian function, where

x6, = xcos(@, )+ ysin(6, )— ———(3)
y6, =—xsin(, )+ ysin(@, )———(4)

From (1) & (2) O is the standard deviation of the Gaussian

function with x, y dimensions and A and & © are wavelength
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and orientation. The parameter y is usually equal to 0.5.
Gabor Filter with 4 scales and 5 orientations are design.

Substitute the angle lgk by 15, 45, 75,135 and 180

respectively and the wavelengths are 60, 80,120 and 130 in
equation (3) & (4). After applying the Gabor Filter, the texture
features of images are extracted by using mean function. For
retrieving the images from the dataset, the Distance Metric
Measures for every images are calculated. The minimum
distance value signifies an exact match with the query. Gabor
filters at different scales and spatial frequencies are shown in
Figure 3. The top row shows asymmetric (or odd) filters,
bottom row the symmetric (or even) filters.

2 2
. +
symmetric: cos(k,x +k,y)exp— %
o
. P4y’
asymmetric: sin(k, x +k,y)exp— S
o

Figure 3. Gabor Filters with different frequency and
wavelength
Gabor transform has selectivity for orientation, spectral
bandwidth and spatial extent. The following Figure 4(a)
shows that the input query image, and for that image by using
the Gabor filter with different wavelength and orientation is
shown in Figure 4(b).

International Journal of Computer Applications (0975 — 8887)
Volume 17— No.3, March 2011

Figure 4(b) Example of different wavelength and
orientations

3.3 Wavelet Transform (Texture)

Wavelet is the multi-resolution analysis of an image and also
it is proved that having the signal of both space and frequency
domain [5]. An image can be taken as a kind of two
dimension signal; the wavelet coefficient can describe the
image high frequency information and then can be taken as
the image texture feature. Textures can be modeled as quasi-
periodic patterns with spatial/frequency representation. For
texture extraction, Wavelet decomposition of image regions is
used. By applying Wavelet on the color image four sub
images will be produced which is: A low resolution copy of
original image, and three-band passed filters in specific
directions: horizontal, vertical and diagonal respectively.
These sub images contain information about texture
characteristics. To have a numerical measure of texture, mean
and variations of these images will be calculated.

The simplest orthogonal filter bank is Haar filter bank [2]. It
applies two channel filter banks namely, from (5) low pass
filter and from (6) high pass filter. The low pass filter is:

L n=0,-1
hln]=12" T e s)
0, otherwise

The high pass filter identifies the texture of the image. The
low pass filter identifies the structure of the image.(i.e.) edges,
curves etc. The high pass filter is:

1
ﬁ,n
hn]={-—=mn=-1}----(6)

(=]

0,otherwise

Given an NxN image F, the Haar transform will be computed
as: T = HFHT, Where H contains the Haar basis functions.
The matrix H will be defined with the structure:
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1
H 0 (Z ) = —— For all Z, this fixes the first row.

V2

2 X 2 Haar transformation matrix is defined by:

1o

H. =—
o201 -1
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Figure 5. Hierarchical Subband Technique

The discrete wavelet transform is a hierarchical subband
technique and it is shown in Figure 5.The subbands are
created by applying decomposition on original image. To start
the decomposition, the image is filtered in both the horizontal
and vertical directions using separable filters [7]. This creates
four subbands as follows:

e  Subband LL1 represents the horizontal and vertical
low frequency components of the image.

e  Subband HH1 represents the horizontal and vertical
high frequency components of the image.

e Subband LHI represents the horizontal low and
vertical high frequency components.

e Subband HLI1 represents the horizontal high and
vertical low frequency components.

Figure 6(a) Sampl Image

The creation of subband technique with sample image is
shown in Figure 6(a) and Figure 6(b) shows the two level
decomposition of images and the Figure 6(c) shows the
decomposition maps.

ot

Figure 6(b) Two level Decomposition
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To obtain the next level in the decomposition the two filters
are again applied, but only to the LL1 subband. Again four
subbands labeled LL2, HH2, LH2, and HL2 with
representations similar to the first level subbands are obtained.

LL2 | HL2 HL1

LH2| HH2

LH1 HH1

Figure 6( ¢) Decomposition Map

4. FEATURE MATCHING PROCESS

To retrieve the similarity images from the large image dataset,
three types of Distance Metric Measures like Euclidean
Distance, Chi-Square Distance and Weighted Euclidean
Distance are used.

4.1 Euclidean Distance:
The formula of Euclidean distance is

D= Y& —v) .

The minimum distance value signifies an exact match with the
query.

4.2 Chi-Square Distance:
(‘xi — Vi )2

i

The formula is D> = — ——(8) where

X, are the training image values. ), is the query image

values. The minimum distance value signifies an exact
match with the query.

4.3 Weighted Euclidean Distance:

D=SW(x-y) ————9)

The minimum distance value signifies an exact match with the
query. Here for the value of weight, denoted by W is assigned

by 2.[7].

5. RESULTS & DISCUSSION

The experiments are conducted using Matlab 7.3 on an Intel
Pentium-D 2.0GHz processor with 2GB memory.In this
experiment 800 images, representing 7 different objects like
group of animals, flowers, sceneries, etc taken in various
views are used. To perform the experimentations, the database
by applying some image processing algorithms for extracting
some low level characteristics is pre-processed. The data flow
diagram is shown in Figure 7.
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Figure 7 Data Flow diagram of CBIR

The retrieval of image consists of two stages, namely the
offline feature extraction stage, and the online retrieval stage.
During the offline stage, the two feature extraction techniques
are applied to all color images in the database. The flow of off
line process is shown in Figure 8.
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Figure 8 Off Line Process of Feature Extraction

During the online stage, the feature vector of the query image
is computed using one selected technique and is compared to
all feature vectors in the feature vector database of that
technique. Distance metric is used to compute the similarity
between feature vectors of the database image. Small distance
implies that the corresponding image is similar to the query
image and vice versa. Images are retrieved based on
increasing distance. The flow of this process is shown in
Figure 9.

[ Query Image ]
A 4
[ Compute feature vector of Query Image ]

'

Compute distance between Query Image and Images in
the Dataset

|
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v

Retrieve the resultant Images from the Dataset

Figure 9. Online Process of Retrieval
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By applying the Quantitative Measures and Feature Extraction
Techniques like Color Histogram, Gabor and Wavelet
Transform with three different Distance Metrics Measures
like Euclidean Distance, Chi-Square Distance, and Weighted
Euclidean Distance are given in equation 7, 8,9. to all 800
images in the dataset. The quantitative measures are
calculating the Sensitivity and Specificity for the image. The
sensitivity SE (or True Positive rate) as

P

E=——"————(10)
TP+ FN

And the specificity SP (or True Negative rate) as

TN

JJ e S —
TN + FP

Where,
TP — True Positive is equivalent with hit data.

TN- True Negative is equivalent with correct rejection
data.

FP- False Positive is equivalent with false data.

FN — False Negative is equivalent with miss data.

From the quantitative measures the Gabor Transform gives
the best result with more execution time, compared it with
other technique. From the equation 10, the comparative chart
of quantitative measure based upon sensitivity is shown in
Figure 10.

Quantitative measures of Sensitivity

80.00% ‘
70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%

0.00%

B Color Histogram

B Gabor Transform

Wavelet Transform

Figure 10.Comparision of quantitative measures based
upon Sensitivity.

From the equation 11 the comparative chart based upon
Specificity is in Figure 11.

Quantitave measures of Specificity

10.00%

8.00%
6.00%
4.00%
2.00%
0.00%
Euclidean Chi-Square Weighted
ED

B Color Histogram B Gabor Transform Wavelet Transform

Figure 11. Comparison of Quantitative measures based
upon Specificity
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From this analysis, the Gabor Transform with Chi-Square Distance
Distance Metric Measure gives the better performance. The
average execution time taken by three techniques with three
different distances metric measures are given in the
comparison chart shown in Figure 12. Wavelet transform
retrieve the image at very fast compared it with other
techniques; but gives the poor performance, similarly color
histogram also. But Gabor transform takes much time but
gives the best result.
3 0, 0,
Average Retrieval Acess Time ]?)ulcsltﬁlef: 6643% | 7.59%
70.00%
60.00% Gabor Chi — Square 73.28% 7.04%
50.00% Transform Distance
40.00%
30.00% Weighted 66.77% 6.67%
20.00% I Euclidean
10.00% Distance
0.00%
C. Histogram Gabor Wavelet
M Eyclidean Distance M Chi-Square Distance ™ Weighted Euclidean Distance Euclidean
Distance 62.98% 8.823%
Figure 12. Retrieval access time with all distance measures
Wavelet Chi — Square
The comparative chart table of sensitivity and specificity in Transform Distance 65.97% 7.97%
percentage is in Table 1.
Weighted
TABLE 1 COMPARATIVE CHART OF SENSITIVITY & Euclidean 65.16% | 8.22%
SPECIFICITY Distance
Feature Distance Sensitivity | Specificity
Extraction Metric To ease the work of testing and analyzing the images a
Technique Measure graphical user interface (GUI) was developed using Matlab. It
consists of two main panels, one is for selection of feature
Euclidean 60.46% 9.11% extraction technique and another one is for the Result panel.
Distance Figure.13 shows an example of retrieval results obtained by
color histogram technique. Figure 14 shows an example of
Chi — Square 66.38% 8.71% retrieval results obtained by Gabor Transform. Figure 15
Color Distance shows an example of Retrieval of images using Wavelet
Histogram Transform.
Weighted 61.90% 8.72%
Euclidean

Image Retrival

Features

& Histogram

0 Gabor

Wavalat

S O U W)

rwmm

| Choase an Query Image |

Figure 13. Example of Retrieval of images using Color Histogram
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Figure 15. Example of Retrieval of images using Wavelet Transform
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6. CONCLUSIONS

In this paper, a comparative study has been carried out on
three feature extraction techniques and extracts the feature of
texture, Color of color image with three different distance
metrics measures are taken for retrieving the similar images
from the data set. From this experiment more images are
retrieved by using Gabor than the other two feature extraction
techniques like Color Histogram, Wavelet Transform. The
future work is, doing the feature extraction of the image with
another technique and with different distance measure to give
the better result. Therefore to provide better performance of
retrieving more images are needed on the basis of these
techniques.
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