
International Journal of Computer Applications (0975 – 8887) 

Volume 19– No.3, April 2011 

42 

Hierarchical Clustering Algorithm - A Comparative Study 

 
 Dr.N.Rajalingam K.Ranjini 
 Dept. of Management Studies  Dept of Computer Science and Engg 
 Manonmaniam Sundaranar University  Einstein College of Engineering 
 Tirunelveli, India  Tirunelveli, India 

   
 
ABSTRACT 
Clustering is a data mining (machine learning) technique used to 

place data elements into related groups without advance 

knowledge on the group definitions. In this paper the authors 

provides an in depth explanation of implementation of 

agglomerative and divisive clustering algorithms for various 

types of attributes. Database - the details of the victims of 

Tsunami in Thailand during the year 2004, was taken as the test 

data. The algorithms are implemented using Visual programming 

and the formation of the clusters and running time needed of the 

algorithms using different linkages (agglomerative) to different 

types of data are taken for analysis.   

Keywords: Agglomerative, Divisive, Clustering, Tsunami 

Database, Data mining 

1. INTRODUCTION 

Data mining is a discovery process that allows users to 

understand the substance of and the relationships between their 

data. Data mining uncovers the patterns and trends in the contents 

of this information. In operational or data warehouse system, the 

data architect and designer meticulously define entities and 

relationships. Data mining analyses data in different perspective: 

classifies the data: and summarizing it into useful information. 

The results of the data mining can be used to increase the 

effectiveness of the performance of the user.  For this type of 

analyzing purpose data mining uses a number of techniques such 

as Cluster analysis, Induction, Decision trees etc. Among the 

technique used clustering is the most important and widely used 

technique. 

Clustering is the most popular method that makes an attempt to 

separate data into disjoint groups such that same-group data 

points are similar in its characteristics with respect to a referral 

point whereas data points of different-groups differs in its 

characteristics. Such described groups are called as clusters. Thus 

clusters are comprised of several similar data or objects with 

respect to a referral point. Cluster is one of the most important 

methods in the disciplines of engineering and science, including 

data compression, statistical data analysis, pattern recognition, 

data mining, artificial intelligence, and so on.  Some real time 

applications such as handwritten character recognition, 

fingerprint recognition, speech/speaker recognition, and 

document classification, require the use of clustering techniques 

in order to reduce the training data amount or to find 

representative data points.[1][2] 

Clustering methods are broadly understood as hierarchical and 

partitioning clustering. A hierarchical clustering is a nested 

sequence of partitions. This method works on both bottom-up and 

top-down approaches. Based on the approach hierarchical 

clustering is further subdivided into agglomerative and divisive. 

The agglomerative hierarchical technique follows bottom up 

approach whereas divisive follows top-down approaches. 

Hierarchical clustering use different metrics which measures the 

distance between 2 tuples and the linkage criteria, which specifies 

the dissimilarity in the sets as a function of the pair-wise 

distances of observations in that sets.  The linkage criteria could 

be of 3 types’ single linkage, average linkage and complete 

linkage.[3] 

In this paper, both the agglomerative and divisive hierarchical 

clustering algorithms with three linkages are implemented using 

Visual programming and tested against Tsunami Victim database. 

This database possesses the details about the people who were 

affected by Tsunami during the year 2004, in and around 

Thailand. Since this database contains different types of fields 

such as numeric, string, and binary it was chosen for the study. 

2.  SIMILARITY MEASURE 

The basic objective of using cluster analysis is to discover natural 

groupings of the items (or variables).  To measure the association 

between objects a quantitative scale is developed. These scales 

are referred as similarity measures and are mainly statistical 

measures that indicate the distances between each of the objects. 

2.1 Similarity Measures for Numeric Data 

An important step in any clustering is to select a distance 

measure, which will determine how the similarity of two 

elements is calculated. This will influence the shape of the 

clusters, as some elements may be close to one another according 

to one distance measure and may be away according to another 

distance measure. 

For clustering Numeric field there are many well known 

methods such as Euclidean distance, Minkowski distance, 

Manhattan (City-Block), etc., but all the distance measures 

discussed yields the same result for 1-norm distance. So, 

Euclidean Method is selected for this research. 

2.1.1 Euclidean Distance 

This is the most commonly chosen type of distance. It simply is 

the geometric distance in the multidimensional space. [6][12][13] 

The Euclidean distance between points P=(p1,p2,…pn) and 

Q=(q1,q2,…qn),  in Euclidean n-space, is calculated using: 

 

Where, p i is the data point in x-axis 

Where, q i is the data point in y-axis 
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2.2 Similarity Measures for Binary Data 

When items cannot be represented by meaningful p - 

dimensional measurements, pairs of items are often compared on 

the basis of the presence and absence of certain characteristics. 

Similar items have more characteristics in common than 

dissimilar items. The presence or absence of certain 

characteristics is described mathematically by introducing a 

binary variable, which assumes value 1 if the characteristic is 

present and value 0 if the characteristic is not present. [3] 

The bit strings that characterize two objects may also be 

used to calculate a "distance." This effective distance may then be 

used with a clustering algorithm to place the objects into groups.  

If the bit string has a length of L, it is possible to go down 

this string and count the number of times a bit is ON in both 

strings, ON in one and OFF in the other, or OFF in both strings. 

The four sums are presented in table 1. 

The first subscript refers to the value of the bit for object i 

and the second refer to the value of the bit for object j, and it’s 

summed to over all L bits. Therefore, B10 is the number of times a 

bit is ON in i and OFF in j. 

Table 1 : Contingency table for binary variables 

  
Object j 

0 1 

Object i 
0 B00 B01 

1 B10 B11 

Some other symbols that will be used are  

 Bi (= B10 + B11) is the total number of ON bits in object i.  

 Bj (= B01 + B11) is the total number of ON bits in object j.  

 BC (= B11) is the total number of times a bit is ON in both bit 

strings.  

 BI (= B00 + B11) is the total number of times the two bit strings 

agree.  

 L (= B00 + B01 + B10 + B11) is the length of the bit string.  

With these definitions, commonly used similarity metrics 

are Simple Matching - Sokal & Michener,  Russel & Rao, 

Tanamoto Coefficient etc. In this paper for clustering binary 

field Simple Matching Sokal & Michener distance measure is 

used. 

Simple Matching - Sokal & Michener is calculated using the 

formula 

SM = BI/L 

2.3 Similarity Measures for String Data 

String metrics (also known as similarity metrics) are a 

class of textual based metrics resulting in a similarity or 

dissimilarity (distance) score between two pairs of strings for 

approximate matching or comparison. 

For clustering string field there are two well known 

methods  

 Hamming Distance 

 Levenshtein Distance 

But Hamming distance has a drawback that the string must 

be of equal length. So Levenshtein Distance is chosen for 

clustering. 

2.3.1 Levenshtein Distance (LD) 

The most widely known string metric is Levenshtein Distance, 

also known as Edit Distance, which operates between two input 

strings, returning a score equivalent to the number of 

transpositions, substitutions and deletions needed in order to 

transform one input string into another. 

If character string S has length N, s(i) is the character in the ith 

position. This string can be compared to string T of length M, 

with t(j) representing the character in its jth position. This 

procedure compares the difference between the characters over 

all positions, d(i,j), where 

d(i,j) = 0 if s(i) = t(j) 

= 1 if s(i) ≠ t(j) 

To calculate this distance a matrix L(0:N,0:M) needs to be 

determined. It is an (N+1)×(M+1) matrix with elements L(i,j), 

where i varies from 0 to N and j varies from 0 to M. Each element 

is determined from the following equations. [8][9][10] 

L(i,0) = i for i=0,1,….,N 

L(0,j) = j for j=0,1,……,M 

L(i,j) = min[L(i-1,j) +1, L(i,j-1)+1, L(i-1,j-1)+d(i.j)] 

The matrix element in the lower-right corner, L(N,M), is the 

Levenshtein distance between strings S and T, LD(S,T).  

3. HIERARCHICAL ALGORITHMS 

3.1. Agglomerative Algorithm 

For n samples, agglomerative algorithms [1] begin with n 

clusters and each cluster contains a single sample or a point. Then 

two clusters will merge so that the similarity between them is the 

closest until the number of clusters becomes 1 or as specified by 

the user. [4] [7][14] 

1. Start with n clusters, and a single sample indicates one 

cluster. 

2. Find the most similar clusters Ci and Cj then merge them into 

one cluster. 

3. Repeat step 2 until the number of cluster becomes one or as 

specified by the user. 

The distances between each pair of clusters are computed to 

choose two clusters that have more opportunity to merge.  There 

are several ways to calculate the distances between the clusters Ci 

and Cj. 

Table 2: Linkage Methods or Measuring Association d12 

Between Clusters 1 and 2  

Single 

Linkage  

This is the 

distance between 

the closest 

members of the 

two clusters. 

Complete 

Linkage  

This is the 

distance between 

the farthest apart 

members. 

Average 

Linkage  

This method 

involves looking 

at the distances 

between all pairs 

and averages all 

of these distances 
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Notation:  

 X1, X2, ... , Xk =Observations from cluster 1 

 Y1, Y2, ... , Yl = Observations from cluster 2 

 d ( x,y ) = Distance between a subject with observation vector 

x and a subject with observation vector y  

Methods for measuring association between clusters are 

called linkage methods and are presented in the table 2.[5] 

3.2 Divisive Algorithms 

Divisive algorithms begin with just only one cluster that 

contains all sample data.  Then, the single cluster splits into 2 or 

more clusters that have higher dissimilarity between them until 

the number of clusters becomes number of samples or as 

specified by the user. The following algorithm is one kind of 

divisive algorithms using splinter party method. 

Divisive algorithm using splinter party method 

1. Start with one cluster that contains all samples. 

2. Calculate diameter of each cluster.  Diameter is the maximal 

distance between samples in the cluster.  Choose one cluster C 

having maximal diameter of all clusters to split. 

3. Find the most dissimilar sample x from cluster C.  Let x depart 

from the original cluster C to form a new independent cluster N 

(now cluster C does not include sample x).  Assign all members 

of cluster C to MC. 

4. Repeat step 6 until members of cluster C and N do not change. 

5. Calculate similarities from each member of MC to cluster C 

and N, and let the member owning the highest similarities in MC  

move to its similar cluster C or N.  Update members of C and N. 

6. Repeat the step 2, 3, 4, 5 until the number of clusters becomes 

the number of samples or as specified by the user. [15]. 

4. IMPLEMENTATION 

In this paper the agglomerative clustering algorithm with 

different linkages and divisive algorithm are implemented using 

Visual Programming and their performance are compared for all 

the basic data types and for various numbers of records.    

  The algorithms are implemented and tested against 

Tsunami Victim database. This database possesses the details 

about the people who were affected by Tsunami during the year 

2004, in and around Thailand. Since this database contains 

different types of fields such as numeric, string, and binary it 

was chosen for the study. This database is downloaded from the 

net and it contains up to 8000 records. [11]  

4.1 Tsunami Database Structure 

Tsunami Victim database contains the fields as shown in the 

table 3. 

4.2 Implementation of Hierarchical Clustering 

Algorithms  

Hierarchical algorithms are applied to the following types of 

data fields 

1. Character or String Field 

2. Numeric Field and 

3. Binary Field 

User may select the field based on which they require to 

cluster.   

This database contains three numeric fields, Id, Record 

number, and Age. However, Id and Record number are unique 

fields and they cannot be clustered. So, the only remaining field 

Age is used for clustering. 

Table 3: Tsunami Database 

S.No Field Name Type 

1.  Id Numeric 

2.  Record Number Numeric 

3.  Name Character 

4.   Sur-name Character 

5.  Sex Binary 

6.  Age Numeric 

7.  Province Character 

8.  Nationality Character 

9.  Injured / Dead Binary 

5. PERFORMANCE ANALYSIS OF THE 

ALGORITHMS 

The performance is analyzed based on the running time 

needed to execute agglomerative and divisive algorithm 

depending on the nature of the field and the number of records. 

From the database, one field in each type of data is taken for 

comparison. Therefore, for binary data type sex field is selected, 

for numeric type age field is selected and for string, province 

field is selected. In addition, two fields are combined together and 

the performance of the algorithm is compared as a special 

category. For that Sex and Injured/Dead fields are selected. 

5.1 Comparative Performance of Hierarchical 

Clustering Algorithms with respect to the 

Nature of the Field of Reference 

Different Hierarchical algorithms are compared for their 

performances using the time required to cluster the database 

based on the selected binary, numerical, and string fields and 

based on the combination of two (binary) fields.  

5.1.1 Clustering based on Binary Field (sex) 

Table 4 shows the execution times of the different clustering 

algorithms for varied number of records when clustering based on 

the sex field (Binary Field) in the database. 

Table 4: Execution Time For Clustering Based On Binary 

Field (Sex) 

Algorithms 

Execution Time  

(in Seconds) 

Number of Records 

250 500 750 1000 

Agglomerative –Single Linkage 9 62 227 473 

Agglomerative –Complete Linkage 9 62 228 476 

Agglomerative –Average Linkage 9 62 229 471 

Divisive Algorithm 8 65 162 363 
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Figure 1: Execution time for clustering based on binary field 

It is shown from figure 1 that the execution time for 

clustering the database based on a binary field using the 

agglomerative algorithms are more or less equal and the 

execution time increases as the size of the database increases. 

However, divisive algorithm require lesser time than 

agglomerative algorithms when the size of the database increases. 

5.1.2 Clustering based on Numeric Field (Age) 

Table 5 shows the execution times of the different clustering 

algorithms for varied number of records when clustering based on 

the age field (Numeric Field) in the database. 

Table 5: Execution Time for Clustering Based On Numeric 

Field – Age 

Algorithms 

Execution Time  

(in Seconds) 

Number of Records 

250 500 750 1000 

Agglomerative –Single Linkage 9 60 227 467 

Agglomerative –Complete Linkage 9 60 225 464 

Agglomerative –Average Linkage 8 60 228 464 

Divisive Algorithm 3 9 20 38 

Figure 2: Execution time for clustering based on numeric 

field - age   

It is seen from Figure 2 that divisive algorithm require very 

less time comparing to agglomerative algorithms when clustering 

the database with reference to a numeric field. Whereas 

agglomerative algorithms require more or less equal time to 

cluster the database using a numeric field and the required time 

increases with the increase in the size of the database. 

5.1.3 Clustering based on String Field (Provinces) 

Table 6 shows the execution times of the different clustering 

algorithms for varied number of records when clustering based on 

the provinces field (String Field) in the database. 

Table 6: Execution Time for Clustering Based On String 

Field Provinces 

Algorithms 

Execution Time (in Seconds) 

Number of Records 

250 500 750 1000 

Agglomerative –Single Linkage 15 93 312 597 

Agglomerative –Complete Linkage 15 94 275 599 

Agglomerative –Average Linkage 15 93 312 600 

Divisive Algorithm 12 52 112 215 

Figure 3: Execution Time for Clustering Based On String 

Field Provinces   

It is obvious from Figure 3 that divisive algorithm require 

comparatively lesser time to cluster the database using the string 

field. Agglomerative algorithms require more or less equal time 

to cluster the database using a string field. The required time to 

cluster the database using all algorithms increases with the 

increase in the size of the database. 

5.1.4 Clustering based on Two Binary Fields (Injured 

/ Dead and Sex) 

Table 7 shows the execution times of the different clustering 

algorithms for varied number of records when clustering based on 

the combination of two binary fields (injured / dead and sex) in 

the database. 

Table 7 : Execution Time for Clustering Based On Two 

Binary Fields Injured / Dead & Sex 

Algorithms 

Execution Time (in Seconds) 

Number of Records 

250 500 750 1000 

Agglomerative –Single Linkage 9 64 209 475 

Agglomerative –Complete Linkage 9 64 208 477 

Agglomerative –Average Linkage 10 64 209 477 

Divisive Algorithm 5 36 107 262 
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Figure 4: Execution Time for Clustering based on Injured / 

Dead & Sex  

It is obvious from Figure 4 that divisive algorithm require 

comparatively lesser time to cluster the database using the 

combination of two binary fields. Agglomerative algorithms 

require more or less equal time to cluster the database. The 

required time to cluster the database using all algorithms 

increases with the increase in the size of the database. 

6. CONCLUSION 

This paper analyzes the performance of agglomerative and 

divisive algorithm for various data types. From this work it is 

found that the divisive algorithm works as twice as fast as that of 

agglomerative algorithm. It is also found that the time needed for 

string data type is high when compared to the other. The next 

observation is, in the case of binary field, the time needed to 

execute a two combined binary field is slightly larger or less 

equal to the time needed for single binary field. It is also found 

that the running time get increased on an average of 6 times when 

the number of records get doubled. More over the running time 

for all the agglomerative algorithms for same type of data and for 

same amount of records is more or less equal. 
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