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ABSTRACT 
The transport of images across communication paths is an 

expensive process.  The limitation in allocated bandwidth leads to 

slower communication. To exchange the rate of transmission in 

the limited bandwidth the Image data must be compressed before 

transmission. JPEG2000 image compression system follows 

huffman coding for image compression. Embedded zero tree 

wavelet (EZW) coding exploits the multi-resolution properties of 

the wavelet transform when compared to existing wavelet 

transforms. Artificial Neural Network has been applied to many 

problems in image processing and has demonstrated their 

superiority over classical methods when dealing with noisy or 

incomplete data for image compression applications. A fuzzy 

optimization design based on neural networks is presented as a 

new method of image processing. The combination system adopts 

a new fuzzy neuron network (FNN) which can appropriately 

adjust input and output values, and increase robustness, stability 

and working speed of the network by achieving high compression 

ratio.   

General Terms 
Artificial Neural Networks, Fuzzy Logic, Image Compression.  

Keywords 
Bandwidth, Compression, EZW, JPEG2000, Transmission. 

1. INTRODUCTION 
Digital imagery has an enormous impact on industrial, scientific 

and computer applications. It is no surprise that image coding has 

been a subject of great commercial interest in today’s world. 

Uncompressed digital images require considerable storage 

capacity and transmission bandwidth. Efficient image 

compression solutions are becoming more critical with the recent 

growth of data intensive, multimedia-based web applications. 

Various research works were carried out on both lossy and 

lossless image compression. The JPEG   committee released a new 

image-coding standard, JPEG2000 that serves the enhancement to 

the existing JPEG system. The JPEG2000 implements a new way 

of compressing images based on the wavelet transform in contrast 

to the Discrete Cosine Transformation (DCT) used in JPEG 

standard. 

 

 

 

The problem of image compression is more important in many 

applications, particularly for progressive transmission, image 

browsing, multimedia applications, and compatible transcoding 

[1] for multiple bit rates. A majority of today’s internet bandwidth 

is estimated to be used for images and video transmission. Recent 

multimedia applications for handheld and portable devices place a 

limit on the available wireless bandwidth. The bandwidth is 

limited even with new connection standards. Wavelet based image 

compression techniques such as JPEG 2000 offers more 

compression than conventional methods in terms of compression 

ratio. 

Very few works on generation of an accurate bit stream that 

claims higher PSNR performance at rates between 0.25 and 1 

bit/pixel were made. Z. Xiong, K. Ramchandran and M. Orchad 

[2] uses a tree coding where the said value is zero if its energy is 

less than perceptually based threshold. An approach to the low bit 

rate image transform coding is presented by S.Mallat and 

F.Falzon [1]. The overview to lossy wavelet image compression 

for JPEG 2000 [3] and wavelet transformation with embedded 

zerotree coding were presented by Bryan E. Usevitch [4]. Colm 

Mulcahy presented the application of embedded coding on an 

isolated tile image for image compression in his paper [5] using 

haar wavelet. The paper gives an approach towards embedded 

coding using haar wavelet transform for real images. 

‘The embedded zerotree wavelet coding for image processing’ 

presented by Shapiro in his paper [6] uses embedded coding for 

image compression. The embedded zerotree wavelet coding [4], 

[6] uses the wavelet coefficient [7], [8]  for encoding. Wavelets 

use the multiresolution analysis [8] for decomposing the image 

into sub-band [9] as detail and approximate coefficients. In 

subband coding systems [9], the coefficients from a given image 

are extracted. The JPEG2000 coding system [3] & [4] presents 

image compression using wavelet transform. These papers present 

the JPEG 2000 coding system architecture for still image 

compression. 

For improving the ANN efficiency for image compression various 

works were suggested in past. In [10] the author expounds the 

principle of BP neural network with applications to image 

compression and the neural network models. Then an image 

compressing algorithm based on improved BP network is 

developed. Wavelet-based image compression [11] provides 

substantial improvements in picture quality at higher compression 

ratios. The author in [12] suggests that the classic image 
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compression techniques such as JPEG and MPEG have serious 

limitations at high compression rate; the decompressed image gets 

really fuzzy or indistinguishable.To overcome this problem, 

artificial neural network techniques are used where he propose a 

bipolar sigmoidal backpropagation BBP algorithm to train a feed 

forward auto associative neural network. The idea of author in 

[13] is that a neural network could be trained to recognize an 

optimum ratio for DCT compression of an image upon presenting 

the image to the network. The neural network associates the image 

intensity with its compression ratios in search for an optimum 

ratio. Feedforward networks using backpropagation algorithm 

[14] adopting the method of steepest descent for error 

minimization is popular and widely adopted and is directly 

applied to image compression. Image data compression using 

Vector Quantization (VQ) has received a lot of attention because 

of its simplicity and adaptability. VQ requires the input image to 

be processed as vectors or blocks of image pixels. In [15] the 

author presents an image compression scheme that uses the 

wavelet transform and neural network. Firstly, image is 

decomposed at different scales by using the wavelet transform. 

Then, the different quantization and coding schemes for each sub-

image are carried out in accordance with its statistical properties 

and distributed properties of the wavelet coefficients. 

The author [16] shows that on the basis of pre-serving 

monotonicity an improved algorithm of image compression and 

reconstruction can be proposed. The algorithm is based on 

partitioning the range of the function fI which corresponds to an 

image I.A new image compression algorithm that combines a 

fuzzy technique and wavelet transform [17] is presented. This 

algorithm cuts down the computational costs in deriving the 

wavelet coefficients using a Haar wavelet transform to decompose 

the image, and a Fuzzy Logic technique to arrange the wavelet 

coefficients. Furthermore, it utilizes the Huffman or LZW 

algorithm to compress the fuzzified coefficients. A novel fuzzy 

learning vector quantization algorithm [18] for image 

compression was developed and consists of two basic issues. 

Firstly, a modified objective function of the fuzzy c-means 

algorithm is reformulated and then is minimized by means of an 

iterative gradient-descent procedure. Secondly, the training 

procedure is equipped with a systematic strategy to accomplish a 

smooth transition from fuzzy mode, where each training vector is 

assigned to more than one codebook vectors, to crisp mode, where 

each training vector is assigned to only one codebook vector. 

A method of fuzzy optimization design based on neural networks 

[19] is presented as a new method of image processing. The 

combination system adopts a new fuzzy neuron network (FNN) 

which can appropriately adjust input and output, and increase 

robustness, stability and working speed of the network. Besides 

FNN, wavelet transform also be applied to compression algorithm 

for a higher and controllable compression rate.  

2. EMBEDDED ZERO TREE WAVELET 

CODING 
Embedded Zerotree Wavelet encoder is based on progressive 

encoding to compress an image into a bit stream with increasing 

accuracy. When more bits are added to the stream, the decoded 

image is contain more detail of the image a property similar to 

JPEG encoded images. 

Coding an image using the EZW scheme, together with some 

optimizations results in a remarkably effective image compression 

with the property that the compressed data stream can have any bit 

rate desired. Any bit rate is only possible if there is information 

loss somewhere so that the compression is lossy. However, 

lossless compression is also possible with an EZW encoder, with 

less optimal results. Figure 1 below shows the block diagram for 

the EZW coding system. 

 

Figure 1 . Block diagram for the EZW coding system 

2.1 The Algorithm 
The EZW output stream starts with information to synchronize the 

decoder. The minimum information required by the decoder for its 

functionality is the number of wavelet transforms levels used and the 

initial threshold, basically a constant levels (3) of wavelet transform 

were used for transformation. The first step in the EZW coding 

algorithm is to determine the initial threshold. The initial threshold 

t0 is given as t0=2 
[log

2
(MAX(|γ(x,y)|))].Where MAX(|ϒ(x,y)|) means the 

maximum coefficient value in the image and (x,y) denotes the 

coefficient. Then taking the obtained threshold as the initial value 

the scaled sub-band samples are been passed for dominant pass and 

subordinate pass. Under each pass the threshold is decreased by half 

the value. This comparison is carried out until the threshold reaches 

to the minimum threshold, the algorithm implemented as presented 

below. 

threshold = initial_threshold; 

do { 

dominant_pass(image); 

subordinate_pass(image); 

threshold = threshold/2; 

} while (threshold>minimum_threshold); 

Figure 2 . EZW algorithm 

 

The EZW encoder is based on two important observations: 1) 

Natural images in general have a low pass spectrum. When an image 

is wavelet transformed the energy in the subbands decreases as the 

scale decreases (low scale means high resolution), so the wavelet 

coefficients is, on average, be smaller in the higher subbands than in 

the lower subbands. This shows that progressive encoding is a very 

natural choice for compressing wavelet-transformed images, since 

the higher subbands only add detail parameter. 2) Large wavelet 

coefficients are more important than small wavelet coefficients. 
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These two observations are used for encoding the wavelet 

coefficients in decreasing order, in several passes. For every pass 

a threshold is chosen against which all the wavelet coefficients are 

measured. If a wavelet coefficient is larger than the threshold it is 

encoded and removed from the image, if it is smaller it is left for 

the next pass. When all the wavelet coefficients have been visited 

the threshold is lowered and the image is scanned again to add 

more detail to the already encoded image. This process is repeated 

until all the wavelet coefficients have been encoded completely. 

2.2 Dominant Pass 
The image is scanned and a symbol is returned for every coefficient. 

If the coefficient is larger than the threshold a P (positive) is coded. 

If the coefficient is smaller than negative of threshold an N 

(negative) is coded.  If the coefficient is the root of a zerotree then a 

T (zerotree) is coded and finally, if the coefficient is smaller than the 

threshold but it is not the root of a zerotree, then a Z (isolated zero) 

is coded. This happens when the coefficient larger than the threshold 

in the subtree. All the coefficients that are in positive value, larger 

than the current threshold are extracted and placed without their sign 

on the subordinate list and their positions in the image are filled 

with zeros. This prevents them from being coded again. The 

dominant pass can thus be implemented as; 

initialize_fifo(); 

while (fifo_not_empty) { 

get_coded_coefficient_from_fifo(); 

if coefficient was coded as P, N or Z then { 

code_next_scan_coefficient(); 

put_coded_coefficient_in_fifo(); 

if coefficient was coded as P or N then { 

add abs(coefficient) to subordinate list; 

set coefficient position to zero; 

} 

} 

} 

Figure 3 . Dominant Pass 

2.3 Subordinate Pass 
The dominant pass is always followed by a subordinate pass 

where the coded data get coded in 1 or 0 to be transmitted, the 

process for subordinate pass is as illustrated;  

subordinate_threshold = current_threshold/2; 

for all elements on subordinate list do { 

if coefficient>subordinate_threshold then { 

output a one; 

coefficient = coefficient-subordinate_threshold; 

} 

else output a zero; 

} 

Figure 4 . Subordinate Pass 

A wavelet transform transforms a signal from the time domain to 

the joint time-scale domain. i.e. the wavelet coefficients are two-

dimensional. To compress the transformed signal not only the 

coefficient values, but also their position in time has to be coded. 

When the signal is an image then the position in time is better 

expressed as the position in space. After wavelet transforming an 

image it can be represented using trees because of the 

subsampling that is performed in the transform. A coefficient in a 

lower subband can be thought of as having four descendants in 

the next higher subband as shown in the below FIGURE 5. The 

four descendants each also have four descendants in the next 

higher subband, which gives a quad-tree, with every root having 

four leafs. A zerotree is defined as a quad-tree of which all nodes 

are equal to or smaller than the root and the root is smaller than 

the threshold against which the wavelet coefficients are currently 

being measured. The tree is coded with a single symbol and 

reconstructed by the decoder as a quad-tree filled with zeroes.  

The EZW encoder codes the zerotree based on the observation 

that wavelet coefficients decrease with scale. In a zerotree all the 

coefficients in a quad tree are smaller than the threshold if the root 

is smaller than this threshold. Under this case the whole tree can 

be coded with a single zerotree (T) symbol. 

 

 

Figure 5 . The inter relationship of multiple levels in 

wavelet scaled image 

EZW encoding uses a predefined scan order to encode the position 

of the wavelet coefficients. Through the use of zerotree many 

positions are encoded implicitly. Several scan orders are possible, as 

long as the lower subbands are completely scanned before going on 

to the higher subbands. The relations between wavelet coefficients 

in different subbands, and there scan path is show in Figure 5 and 

Figure 6. 

 

 
Figure 6 . Scan order for embedded coding 

3. FUZZY BACKPROPAGATION 

TRAINING 
Let the configuration of fuzzy Backpropagation be l-m-n. 

Step 1: Generate the initial weight sets 

~

W  for the input-hidden 

layer where each ( )
jijimjiji WWWW βα ,,

~

=  is an LR-type 
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fuzzy number. Also generate the weight set 

~
'W  for the hidden-

output layer where ( )kjkjmkjkj WWWW βα
'''

~
' ,,= . 

Step 2: Let NpDI pp ,...,2,1,,
~

=







 be the N input-output 

pattern set that fuzzy BP needs to be trained with. Here, 







= plppp IIII

~

1

~

0

~~

,...,,  where each piI
~

 is an LR-type 

fuzzy number, i.e. 





= ipippmipi IIII βα

~~~~

,, . pD  is a crisp 

output. 

Step 3: Let ITRNS denote the number of iterations. Set the 

counters for the number of iterations and number of pattern sets to 

be trained to zero. 

i.e. COUNT_OF_ITRNS=0; p=1; 

Step 4: Assign values for η  and α  

Initialize:    

 ( ) 01
~

=−∆ tW ; 

( ) 01'
~

=−∆ tW ; 

Also, ( ) 01
~

=−tW   and ( ) 01
~
' =−tW  

Step 5:Get next pattern set 







pp DI ,
~

. 

Assign ( )0,0,1;,...,2,1,
~~~

=== OliIO pipi  for the input 

neurons. 

Step 6: Compute 

 ( ) 1;,...,2,1, '' === popjpj OmjNETfO  

where     







= ∑

=

piji

l

i

pj OWCENET
~~

0

 for the hidden 

neurons. 

Step 7: Compute 

( ) 1,...,2,1,0,''' −== nkNETfO pjpk  

where    









= ∑

=

pjkj

m

j

pk OWCENET '
~

0

'
 for the output 

neurons. 

Step 8: Compute change of weights ( )tW '
~

∆  for the hidden-

output layer as follows: 

8.1 Compute 

( ) 








∂

Ε∂

∂

Ε∂

∂

Ε∂
=Ε∇

kj

p

kj

p

mkj

p

p
WWW

t
βα
'''

,,  

Where 

( ) ( ) pjpkpkpkpk
mkj

p
OOOOD

W

'''''''

'
.1.1−−−=

∂

Ε∂

( ) ( ) pjpkpkpkpk
kj

p
OOOOD

W

'''''''

'
.

3

1
.1 







 −−−−=
∂

Ε∂

α
          

( ) ( ) pjpkpkpkpk
kj

p
OOOOD

W

'''''''

'
.

3

1
.1 







−−−=
∂

Ε∂

β
 

8.2 Compute  

( ) ( ) ( ).1'
~

'
~

−∆+Ε∇−=∆ tWtptW αη  

Step 9: Compute change of weights ( )tW
~

∆  for the input-hidden 

layer as follows: 

9.1 

Let ( ) ( )1.1 ''''''
pkpkpkpkpmk OOOD −−−=δ  

( ) ( ) 






 −−−−=
3

1
.1 ''''''

pkpkpkpkkp OOODαδ  

( ) ( ) 






−−−=
3

1
.1 ''''''

pkpkpkpkkp OOODβδ  

Compute 

( ) 










∂

Ε∂

∂

Ε∂

∂

Ε∂
=Ε∇

ji

p

ji

p

mji

p

p
WWW

t
βα

,,  where 

( ) pipjpjmkjpmk
k

mji

p
OOOW

W

~
''' .1.1−





∑=

∂

Ε∂
δ  

( ) pipjpjkjkp
k

ji

p
OOOW

W

~
''' .

3

1
.1 







 −−




∑=

∂

Ε∂
αα

α

δ

 ( ) pipjpjkjkp
k

ji

p
OOOW

W

~
''' .

3

1
.1 







−




∑=

∂

Ε∂
ββ

β

δ  

9.2 Compute 

( ) ( ) ( ).'
~~

' tWtptW ∆+Ε∇−=∆ αη  

Step 10: Update weights for the input-hidden and hidden-output 

layers as 

( ) ( ) ( )tWtWtW
~~~

1 ∆+−=  
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( ) ( ) ( )tWtWtW
~
'

~
'

~
' 1 ∆+−=  

Step 11: p=p+1; 

   If ( )Np ≤  goto Step 5; 

Step 12: COUNT_OF_ITRNS=COUNT_OF_ITRNS+1: 

    If COUNT_OF_ITRNS < ITRNS 

    { Reset pointer to first pattern in the training set; 

     p=1; 

     goto Step 5; 

    } 

Step 13: Output 

~

W  and 

~
'W  the final weight sets. 

4. FUZZY BACKPROPAGATION 

INFERENCE 

Let 
'

~

,...,2,1, NpFp =  be the patterns whose output values 

are to be inferred. 

Let 

~

W  and  

~
'W be the weight sets obtained after training fuzzy 

backpropagation. 

Step 1: p=1; 

Step 2: Get next pattern 

~

pF ; 

Step 3: Compute 

liFO pipi ,...,2,1,
~~

==  

( );0,0,1
~

=oO  

for the input neurons. 

Step 4: Compute 

 ( ) ;,...,2,1' mjNETfO pjpj ==  

1' =poO  

Where 







= ∑

=

piji

l

i

pj OWCENET
~~

0

 

for the hidden neurons. 

Step 5: Compute 

( ) 1,...,2,1,0,''' −== nkNETfO pjpk  

Where 









= ∑

=

pjkj

m

j

pk OWCENET '
~

0

'
 

for the output neurons. 

Step 6: Output the associated output 

1,...,2,1,0,'' −= nkO pk  

Step 7: p=p+1; 

If ( )'Np ≤  goto Step 2; 

5. APPROACH 
The design unit implements the Embedded Zerotree Wavelet 

coding system with Fuzzy Backpropagation Networks for data 

compression. The coding system   reads the multiresolution 

component of the image obtain from the transformation module 

and pass the data to the decoder unit to retrieve the image back. 

Figure 7 below shows the implemented embedded zero tree 

wavelet coding system with fuzzy optimization design based on 

neural networks for image processing. 

 

Figure 7 . Block diagram for the proposed EZW coding 

system with Fuzzy Backpropagation Networks 

Before the processing of image data the image are preprocessed to 

improve the rate of operation for the coding system. Under 

preprocessing tiling of the original image is carried out. The term 

“tiling” refers to the partition of the original (source) image into 

rectangular nonoverlapping blocks (tiles), which are compressed 

independently, as though they were entirely distinct images. All 

operations, including component mixing, wavelet transform, 

quantization and entropy coding are performed independently on the 

image tiles. Tiling reduces memory requirements, and since they are 

also reconstructed independently, they can be used for decoding 

specific parts of the image instead of the whole image. All tiles have 

exactly the same dimensions, except may be those at the boundary 

of the image. Arbitrary tile sizes are allowed, up to and including the 

entire image (i.e., the whole image is regarded as one tile). This unit 

transforms the input image from time domain to frequency domain 

and decomposes the original image into its fundamental 

components. 

The wavelet transform uses filter banks for the decomposition of 

preprocessed original image into 3 details and 1 approximate 

coefficient. The filtering is carried out by convolving the input 

image with the filter coefficients passed. The Embedded Zerotree 

Wavelet(EZW) encoder encodes the decomposed image by 

recognizing the priority of decomposed image pixel. The encoder 

module calculates a initial threshold for coding given by T0 = 

2^(log2xmax). The encoding process is performed using 2 passes 
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namely dominant pass and subordinate pass. The dominant pass 

scan the coefficient using the given threshold. These passes are 

repeated for n cycles reducing the current threshold by 2 until the 

required data bit rate is reached.  

After the image is broken down into a set of values, it is necessary 

to alter them into a form ready for use with the FNN. A file is 

prepared where these set of values are written into two identical 

vectors to form a fuzzy backpropagation training pair. In other 

words, the first vector would be the input vector and the second 

vector would be the desired output. As many of the images tested 

were extremely large, there were many similar training pairs. The 

fuzzy backpropagation inference is then applied as shown in 

section 4 for image compressionto eliminate the redundant 

information which also reduces the transmission time of FNN. 

Finally, the output produced by the FNN in the form of 

decompressed vectors or windows, is reconstructed and then 

given as input to EZW decoder.  

The decoding unit reconstructs the image by identifying these set 

of values. Inverse transformation is the process of retrieving back 

the image data from the obtained image values. The image data 

transformed and decomposed under encoding side is rearranged 

from higher level decomposition to lower level with the highest 

decomposed level been arranged at the top. Finally, the 

reconstruction of the obtained decomposed component into their 

proper graphical representation, and are then compared with the 

original image. 

6. RESULTS 

6.1 Figures 

      

(a)           (b)   (c) 

Figure 8 . Original Image 

      

(a)          (b)  (c) 

Figure 9 . Using EZW 

      

(a)                       (b)  (c) 

Figure 10 . Using EZW with FNN 

6.2 Tables 
Table 1 . Error Rate Comparison Table 

Error Rate 

Comparison 

Sample 1 

(256 x 256 

Sample 2 

(184 x 152 

Sample 3 

(128 x 144 

Lena.tif) Church.tif) Bell.tif) 

EZW 2.6 1.83 1.02 

EZW with 

FNN 
2.34 1.35 0.61 

 

7. CONCLUSION 
It is observed that embedded zerotree wavelet coding with fuzzy 

backpropagation networks is able to achieve good performance 

with relatively less computational effort. EZW with fuzzy 

backpropagation learning algorithm does not require complicated 

bit allocation procedures like subband coding does, and it does 

not require prior knowledge of the image source like JPEG does 

(to optimize quantization tables). EZW also has the desirable 

property, resulting from its successive approximation 

quantization.  

The desirable result of an embedded bit stream is that it is very 

easy to generate coded outputs with the exact desired size for 

generating the training pairs. Discarding of the coded output 

stream does not produce visual artifacts. Since the truncation only 

eliminates the least significant refinement bits of coefficients 

rather than eliminating entire coefficients as is done in subband 

coding. 

Embedded zerotree wavelet coding with fuzzy 

backpropagationartificial  networks shows approximately 30% 

more accuracy in retrieving image compare to the existing EZW 

coding system. 
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