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ABSTRACT 
In this paper an algorithm has been proposed to detect and classify the 

cardiac arrhythmia from a normal Electro Cardio Graphic (ECG) 

signal based on wavelet decomposition with adaptive threshold. The 

MIT – BIH arrhythmia and malignant ventricular arrhythmia database 

has been utilized for evaluating the algorithm. The performance of the 

algorithm is compared with some existing algorithms in terms of 

signal duration time (episode length), sensitivity, specificity and 

positive selectivity. The analysis shows that the proposed algorithm 

gives satisfactory results.   
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1.  INTRODUCTION 

The electrical activity of human body is represented by bioelectric 

signal. These bio electric signals are generated due to depolarization of 

muscle cells. The measure of this electrical activity associated with the 

heart muscle is known as the electrocardiogram (ECG). Any 

significant irregularities of a heart beat are usually considered to be 

symptoms of a pathological condition. By classifying the ECG signals 

accurately, it allows for the proper detection and classification of any 

heart disorders that a patient might have.  

 

The electrical impulses generated in the SA node, control the rhythm 

of the heart. Any disturbance of the normal sinus rhythm is called 

arrhythmia. In general, arrhythmia may occur in the heart either when 

depolarization is initiated by other pacemaker cells exhibiting 

accelerated automaticity as compared to the SA node, or when the 

conduction of the electrical impulses is altered, that is, when the 

conduction of the cardiac cells is partially or completely blocked 

causing a propagation delay of the impulse or conduction failure [1].  

 

Arrhythmia can be classified based on the site of its origin. Ventricular 

arrhythmia is one of the serious arrhythmias.  It leads to sudden death 

if it is not detected in appropriate time. Hence, the study of ventricular 

arrhythmia is most important in heart diseases. Ventricular 

Tachycardia (VT),   Supra   Ventricular Tachycardia (SVT), 

Ventricular Fibrillation (VFIB), and Ventricular Flutter are 

life-threatening ventricular arrhythmias [2].  

 

Detecting ventricular arrhythmias is a difficult task in arrhythmia 

monitoring system and defibrillator. Missing arrhythmia can lead to 

patient death or false positive detection in defibrillator, which can lead 

to a worst condition. The detection of this cardiac arrhythmia is 

difficult because the waveform and frequency distribution of this life 

threatening arrhythmia, changes with time.  

 

 

 

1.1 ECG signal detection using wavelet 

Transform  
Li et al (1995) discussed a detailed analysis of ECG signals  based on 

wavelet analysis [3]. Senhadji et al (1995) compared the ability of 

three different wavelets transforms (Daubechies, spline and Morlet) to 

recognise and describe isolated cardiac beats [4]. Sahambi et al 

(1997(a) and 1997(b)) employed a first order derivative of the 

Gaussian function as the wavelet for the characterization of ECG 

waveforms. They then used modulus maxima-based wavelet analysis 

employing the Dyadic Wavelet Transform to detect and measure 

various parts of the signal, specifically the location of the onset and 

offset of the QRS complex and P and T waves[5] . Sivannarayana and 

Reddy (1999) have proposed the use of both launch points and wavelet 

extrema to obtain reliable amplitude and duration parameters from the 

ECG [6]. Kadambe et al (1999) have described an algorithm [7] which 

finds the local maxima of two consecutive Dyadic Wavelet scales, and 

compared them in order to classify local maxima produced by R waves 

and by noise.  

 

Martinez et al (2004) also utilise the algorithm of Li et al applying a 

dyadic wavelet transform to a robust ECG delineation system which 

identifies the peaks, onsets and offsets of the QRS complexes, P and T 

waves [8]. 

  

Saritha et al ( 2008) have done ECG analysis using wavelet transform. 

[9].  V. S. Chouhan ( 2008 ) have used wavelet transform to detect 

QRS points using adaptive threshold techniques and same author used 

wavelet to remove baseline wandering of ECG signal .[10] . A. 

Pachauri et al ( 2009 )[11] used wavelet technique to detect Are wave 

in ECG signals. Ruchita (2010) have used wavelet transform to detect 

QRS complexes [ 12].  

 

1.2 Ventricular Arrhythmia Detection using  
            Wavelet Transforms  
Ventricular tachy arrhythmias, and in particular ventricular fibrillation 

(VF), are the primary arrhythmic events in the majority of patients 

who present with sudden cardiac death. During ventricular fibrillation 

the lower chambers of the heart beat in an irregular fashion. Much 

work has been conducted over recent years into VF centered on 

attempts to understand the patho physiological processes occurring in 

sudden cardiac death, predicting the efficacy of therapy, and guiding 

the use of alternative or adjunct therapies to improve resuscitation 

outcomes  

 

Many linear techniques have been developed to detect the arrhythmia. 

Probability Density Function technique is proposed by Langer et 

al.(1976) [13],Sequential Hypothesis Testing Algorithm was utilized 

by thakor et al (1994), and chen (1996) [14] ,[15],  Analysis of Peaks in 

short term Auto Correlation Function by chen and Thakor (1987) [16] 

,Ripley (1989) used Rate and Irregularity Analysis [17],   
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Correlation Waveform was utilized by Lin et al (1988) [18], Four fast 

Template Matching Technique was utilized by Throne et al (1991) 

[19], VF Filter Method  has been used by clayton and Kuo (1978)       [ 

20],[21], and Time Frequency Analysis was utilized by Afonso ( 1995) 

[22]. 

 
Most of the researchers reported that these techniques are too difficult 

to implement and compute triggering time for Automated External 

defibrillator (AED‟s) and Implantable Cardioverter Defibrillator 

(ICD‟s). Normally the amplitude of ECG signal decreases as 

Ventricular Fibrillation (VFIB) duration increases and the frequency 

distribution changes with prolonged duration [23]. The limitations of 

the short term auto correlation function and time frequency analysis 

are due to detection of the features of such amplitude and frequency 

changes.  The algorithms of , Sequential hypothesis testing , analysis 

of peaks in short term auto correlation function  , rate and irregularity 

analysis , correlation waveform analysis, Four  fast template matching 

technique are able     detect very few arrhythmias . These above 

algorithms are not suitable for detecting all the Ventricular 

arrhythmias. Besides these linear techniques, many non linear 

techniques also have been developed which utilize the non linearity of 

ECG signal for detecting  life threatening arrhythmias  for short ECG 

episode duration by Zheng (1999) and Yan sun(2005) [23],[24]. 

However, there are still many problems requiring solution because of 

the computational demands. Most of the existing algorithms are 

difficult to detect a long ECG episode duration in a shorter period of 

time. 

   

W.J.Tompkins (2003) used wavelet decomposition to detect 

ventricular arrhythmias [25]. Minami et al. [1999] have proposed 

application of Fourier Transform (FT) based Frequency Domain 

techniques for classification of Supraventricular Rhythm, Ventricular 

Rhythm including Ventricular Tachycardia, Premature Ventricular 

Contraction, and Ventricular fibrillation [26]. Addison et al, 2000 [27] 

showed a global view of a long term VF signal in wavelet space , it 

contains an energy scalogram for a five minute period of pig VF 

followed by a 2.5 minute period of cardiopulmonary resuscitation 

(CPR).  

 

Another approach employing Wavelet Transform has been formulated 

by Prasad et al. (2003)[28] which uses sym6 wavelets for classifying 

12 different types of beats in the MIT-BIH Arrhythmia database with a 

reported accuracy of 96.77% through a Neural Network Classifier. 

Inan et al. (2006) have presented a method for detection of PVCs using 

wavelet transform coupled with a neural network classifier achieving 

an accuracy of over 95% on 40 files of the MIT-BIH Arrhythmia 

Database [29]. Yu et al. (2007) have presented a beat classification 

technique that extracts 11 features from wavelet decomposition 

sub-bands of an input ECG signal and applies a probabilistic neural 

network for classification of 6 types of beats from MIT-BIH 

Arrhythmia database achieving accuracy greater than 99%[30].  

 

Güler et al. (2005) uses statistical features such as mean of the absolute 

values, Average power and standard deviation of the coefficients in 

each sub-band along with ratio of absolute mean values of adjacent 

sub-bands extracted from the wavelet decomposition of the ECG 

signal with a cascaded neural network architecture for classification. 

This method has achieved an accuracy of 97% in classifying four types 

of ECG beats (Normal, Congestive Heart Failure, Ventricular 

Tachycardia, Atrial fibrillation) from the MIT-BIH database [31]. 

Niwas et al (2005) have utilized features such as heart beat intervals, 

RR-intervals and spectral entropy of the ECG signal along with a 

Neural Network classifier to reach an accuracy of 99.02% over the 

MIT-BIH Arrhythmia database [32].  

 

E.S Jayachandran et al (2009) utilizes wavelet transform for feature 

extraction of mayocordial infarction [33]. afsar A et al(2008) used 

wavelet transform to detect beats of cardiac signals with various 

arrhythmias[34]. Sankarasubramanian A et al (2009) have utilized 

wavelet based detection to detect ventricular arrhythmias using neural 

network classifier, to detect Ventricular fibrillation, ventricular flutter 

and ventricular tachycardia signals  [35]. S.Karpagachelvi et al (2010 ) 

has studied about ECG feature extraction techniques [36].  

 

In this paper an attempt is made to detect ventricular arrhythmias using 

wavelet based algorithms and mixture of Martinez [8] and 

Tompkinson [25] algorithm with wavelet function with automatic 

changing threshold levels. Here also reported about spectral response 

of ventricular arrhythmias. 

2. MATERIALS AND METHODS 

2.1 Wavelet transform and Decomposition  

Wavelet transform used for detection of ECG signal may be of two 

types, namely, Continuous Wavelet transforms (CWT) and discrete 

wavelet transforms (DWT).   

2.1.1 Continuous Wavelet Transform (CWT) 

There are three approaches to represent signals in time domain. They 

are short time Fourier transform, Wigner based bilinear distributions 

and continuous Wavelet Transform (CWT). Wavelet transformation is 

a linear operation that decomposes a signal into components that 

appear at different scales. [37].  
To analyze the signal in different sizes, it is must to have time 

Frequency components with different time sets. 

 Let  )(t  be a real or complex valued function in L(R)  

The function is said to be wavelet if only if it‟s Fourier transform (FT) 
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stretched along the time axis. For „a‟ less than one, the function 

)(t  contracts, and if „a‟ is negative, )(t flips in the time axis.  

 

The CWT has a very serious disadvantage of redundancy, CWT 

provides an over sampling of the original waveform and hence more 

number of coefficients are generated than what is actually needed, 

which is a major disadvantage in reconstruction. Therefore, 

reconstruction becomes much more cumbersome and time consuming, 

as all the coefficients are needed. 

 

2.1.2 Discrete Wavelet Transform (DWT) 
However disadvantage of CWT can be reduced by discretizing either 

„a’ or ‘ b’ or both. The CWT is defined as the dyadic wavelet transform 

(DWT), if only   „a‟ is discretised along the dyadic sequence 2i  , i= 1,2 

3, 4 …., The dyadic wavelet transform of signal y (t) is with basic 

functions. 

                      

The dyadic wavelet transform of signal y (t) is with basic functions  

       )2(2)( 2/2/ lttZ kk                                              (3) 

    Here k is equal to a, as a =2k, b is equal to l as b=2k l   

 

For Discrete time signals, the dyadic discrete wavelet transform 

(DWT) is equivalent, according to Mallet‟s algorithm. This can be 

implemented by filter banks either using Mallat‟s algorithm [37] or à 

trous   algorithm [38]. In Mallat algorithm, the signal should be down 

sampled after each filter to remove the signal redundancy of signal 

representation. It is time variant and reduces temporal resolution of the 

wavelet coefficients for increasing the scales.  

  

In atrous algorithm, it maintains time variant and temporal resolution 

at different constant scales, and it is used same sampling rate in all 

scales. In filter bank techniques, the signal is passed through the filter, 

and is separated into two components low pass and high pass. The low 

pass component is the scaling or smoothing function (i.e. 

approximation) Snk, and the high pass component is the detail signal 

Dnk.  The detail level signals are used for multi resolution analysis 

[37]. Àtrous   algorithm which is used to decompose the ECG signal is 

shown in the figure [1]. This approach is called as differentiator filter 

bank approach.                                                                                                                              

 
 

Fig.1 Wavelet Decomposition by Àtrous algorithm 

 

In the above diagram, the signal is decomposed into four  D1 to D4 ( 21 

to 24  )  scales. The wavelet detailed outputs Dn  are used for our 

analysis. Hence there is no need to reconstruct back the original signal.    

 

2.2 Choice of wavelet  
The Wavelet used for the analysis is a quadratic spline. It is first 

derivative of Gaussian smoothing function. This one has already been   

used by many researchers [8],[39].  The wavelet is defined by.

 

)4/(

))4/(sin(
)()(




 j                                        (4) 

 

Figure 2(a) shows the smoothing function and Figure 2(b) shows 

Cubic Spline wavelet used in the algorithm.   

 

 
 

Fig.2 a) smoothing function b) Cubic Spline Wavelet 

 
This wavelet has a centre frequency of 120 Hz and bandwidth of 

240Hz.  The wavelet has been successfully applied to detect ECG 

characteristic points. The decomposition has the advantages of being 

linear phase and shift invariant across the stages of analysis, thus 

wavelet acts uniformly across the original signal.  

2.3 ECG Data 
A set of ECG records obtained from the MIT- BIH data base [40] was 

used for testing the proposed method. All the data segments were 

sampling frequency of 250HZ.  

 

2.4 Performance measures and formula used to              

       calculate the measures 

The performances are measured by Sensitivity (se), Specificity (sp) 

and positive Selectivity (+P) [41].  

 

                       
FPTP

TN
spysspecificit


)(                   (5)   

                    
FNTP

TP
seyspecificit


)(                      (6) 

                  FPTP

TP
P




                              (7)
 

Where, TP is true positive, the abnormal case being correctly 

recognized as abnormal one.  

 

 FN is false negative; the abnormal case is being wrongly recognized 

as normal one.TN is true negative; the normal case is being correctly 

recognized as normal one.  

 

FP is false positive; the normal case is being wrongly recognized as 

abnormal one. Sensitivity Se reports the percentage of true beats that 

were correctly detected by the algorithm. Specificity Sp reports that 

percentage of beat detection which were reality true negative. The 

positive predictivity +P reports the percentage of beat detection which 

were reality true beats.   
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3. RESULTS  
From MIT – BIH arrhythmia data base, ECG signals are  taken 
to analyze the developed algorithm. This analysis was conducted with 

different set ECG episodes form 1 sec to 5 sec with a difference of 0.5 

sec. For each length the dataset was randomly divided and tested.  

Initially 1024 samples are selected randomly and used as first window. 

By Àtrous algorithm  the signal is decomposed into  six levels 21, 22,… 

26  .The QRS signal is having maximum energy in level 24       ( 0.1 – 30 

Hz) [42].  This algorithm searches for maximum modulus lines 

exceeding some threshold at scales from 21 to 24. After eliminating all 

redundant maximum points, the zero crossing of wavelet transform at 

level 21 between the positive maximum and negative minimum pair is 

marked as  QRS [8],[39].  The threshold point will be varied according 

to the signal variation. This threshold point variation is obtained from 

QRS point through adaptive threshold variation technique [43]. 

 

3.1 QRS point detection 
Most of the researchers tested their algorithm on MITBIH data base. 

MIT BIH data signal is also used to check the algorithm.  In some 

works, just 5 minutes of MITDB is used as a learning period and those 

is not considered for comparison [20,40, of almedia]. Our algorithm 

does not need any learning period, entire period is considered. Figure 3 

shows the detection R peaks in a 1024 samples for MITDB signals , 

the figure 6 shows detection of R peaks of the ECG signals with 

different combinations.  
 

The detected QRS waves are combined and drawn in different sets as 

shown in the Figure 4. The normal beats , right bundle block , left 

bundle blocks are shown in the figure 5 and  the algorithm detects all 

types of QRS waves .  

 

FIG 3 R PEAK DETECTION ( MIT – BIH 205) 

 
Fig. 4 Different QRS combination detection 

 

The table 2 shows the comparison of QRS detection of this present 

algorithm and other algorithm. Here only first channel signal is used 

for comparison as other researchers did so. The sensitivity of this 

algorithm is 99.78 which is comparable with other algorithms like Pan 

et all, Lee et all, Afononso , but slightly lesser than that of Almedia and 

Li et all. 0.40 is the percentage error. It is much comparable. The 

positive predictivity of this technique is 99.81 %.  

 

Table 1. shows the comparison of QRS detection of this present 

algorithm and other algorithm 

 

3.2  P point detection 
With the RR interval, the algorithm searches the  P wave with adequate 

threshold . The figure 5 shows the P wave detection for ECG signals.  

 
Figure 5 P wave detection (MIT – BIH 223) 

 

 

3.3 VENTRICULAR ARRHYTHMIA SIGNALS  
Decomposed ECG signal with VFIB (422), VFL (419), VT (605) and 

SVT   (607) are shown in figure 6, figure 7, figure 8 and figure 9 

respectively. The number in the parenthesis specifies the signal 

annotation reference in MIT – BIH database.  Figure 10 and Figure 11 

show the spectrogram of normal and ventricular arrhythmia signal  
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Fig 6. Decomposed ECG signal with VFIB (422) 

 
Fig 7. Decomposed ECG signal VFL (419 )  

 
Fig 8. Decomposed ECG signal with   VT (605)   

 

 
Fig 9. Decomposed ECG signal with SVT   (607)  

 
 

       Figure 10 Spectrogram of  ECG signal different scales 

3D  (MIT BIH -  100 ) 

 

 
Figure 11 Spectrogram of ventricular tachycardia ECG 

signal in different scales 3D  (MIT BIH -  801 ) 
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3.3.1 Ventricular fibrillation and ventricular flutter  
The ventricular fibrillation and ventricular flutter is easily identified 

by seeing the ECG signal, but in automatic analysis, the detection of 

ventricular fibrillation and ventricular flutter in the ECG signal is more 

important.  If QRS is not available in the signal there may be chance 

for ventricular fibrillation (VFIB) or ventricular Flutter (VFL).  The 

peak value of VFIB and VFL are much lower than VT, SVT and 

normal one in the 24 level as shown in the Fig. 2. Both ventricular 

flutter (VFL) and ventricular fibrillation (VFIB) have dominant 

frequencies in the 2-5 Hz band [25],[44], and the major portion of this 

range is contained in D5 (2.875-5.75 Hz).  The VFIB and VFL consist 

of several continuous cycles.  By energy distribution in the frequency 

domain VFIB and VFL can be easily identified. The energy ratio of D4 

to D6 for VFL is larger than VFIB. By this energy variation VFIB and 

VFL can be classified.  Frequency response and energy distribution for 

each scale is shown in table 2.  

 

Table 2. Frequency response and energy distribution 

among the scales  

 

3.3.2 Ventricular tachycardia and supra ventricular  

          tachycardia 
To detect VT and SVT scales 25 and 26 are used.   The VT can be 

identified by low amplitude S wave and fast heart rate. The low 

amplitude S value is available in the level 5 or 6. Algorithm checks if 

there is a signal after R wave with a predefined threshold value for the 

level 5 and level 6. Algorithm declares after detecting continuous 

cycle of VT beats.  

 

Supra ventricular Tachycardia can be identified by higher heart rate 

and no P wave in RR interval. When R- R interval is shorter than the 

normal rhythm, then T and P wave may appear in the level 6. To detect 

a SVT beat, the algorithm calculates the R-R interval and counts the 

number of peaks within the R-R interval in D6 when the R-R interval 

is shorter than a set criterion. Algorithm declares after detecting 

continuous cycle of SVT beats.  

 

Each ECG signal is  analyzed  for QRS detection , if QRS is not 

available then algorithm will check for ventricular fibrillation (VFIB )  

or ventricular flutter(VF) , if QRS is available then it will check for 

ventricular tachycardia (VT ) or supra ventricular tachycardia (SVT).  

 

 

 

 

 

 

 

Table 3 shows the energy values of normal ECG in different scales. In 

scale 4 and 5 it is giving maximum values.  
 

 

Table 3. 3-dB frequency and energy variation in different scales 

 

4. DISCUSSION 

4.1 Comparison with other techniques 
While identifying and classifying the ventricular arrhythmia from 

normal sinus rhythm with different episode length, there is no false 

detection. It means that ventricular arrhythmias can be totally 

recognized from NSR without exception. Like complexity measure 

algorithm [24], when the length of ECG episode is longer than 1 sec, it 

has good performance. When the length of ECG episode is 1 sec, there 

is 6 false negatives and 27 false positives: when the length of the ECG 

episodes is 1.5 sec , there is 1 false negative and 5 false positive . 

However, SE and SP for ventricular arrhythmia recognition from NSR 

using wavelet is 100 %.  
 

As for VF differentiation from VT, the statistical values of SE and SP 

for different episode lengths using wavelet decomposition and 

complexity measure are shown in the table 4.  The performance 

identification is poor in both cases. The classification of recognition 

performance is increased by increasing length. The performance 

identification is better when episode length is increased more 4 sec. 

Table 5 shows the comparison between complexity measure and our 

algorithm. In Complexity measure technique VT and VF only 

classified but our algorithm detects a VFIB, VFL, and VT, SVT.  

 

Our algorithm failed to detect three ventricular arrhythmia episodes: 

one VT, one SVT, and one VFL. The amplitude of the missed VF 

episode is too small to detect as an arrhythmia. Two false negative 

cases are misclassified as different arrhythmias. The proposed 

algorithm in this paper shows similar or lower positive specificity and 

sensitivity. It is very important to diagnose malignant ventricular 

arrhythmia very soon. With the small amount of data the ventricular 

arrhythmias can be classified very quickly 

 

 

 

 

 

 

 

 

 

 

 

Frequency response of 

the Wavelet at Scales  

21 22 23  24 25 and  26 

Energy distribution  in wavelet 

scales   
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(a) 
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Freque

ncy  
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db  

Frequen

cy (Hz) 

Q

R

S 

VFIB, 

VFL 

VFI

B  

VT SV
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21 62.5 125      

22 18.0 58.5      

23 8.0 27      

24 4.0 13.5 √ √ √ QRS QRS 

25 2.0 6.5  √ √ √  

26 1.2 2.1    √ √ 

 

Scale 

 

3db bandwidth 

 

Energy 

S=21 62.5~ 125Hz 50.2 25.6 

S=22 18~58.5 Hz 350.2 215.2 

S=23 8~27 Hz 740.7 .3 

S=24 4~13 Hz 1060.2 .1 

S=25 2~6.5 Hz 1075.3  

S=26 1~3.3 Hz 1030.7  

fS=27 0.5~1.5 Hz 970.4 659.8 
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 Table 4. Comparison between se and sp for identification of vf 

from vt. 

Table 5. Comparisons of performance measures with similar 

technique 

 

5. CONCLUSION 
Detection of all Ventricular arrhythmias present in ECG signals is an 

important requirement to detect cardiac problems in time.  It is 

evident from the results that Wavelet decomposition technique with 

adaptive threshold is more suitable to classify ventricular 

arrhythmia.  For example, in the case of Ventricular Tachycardia 

identification the positive selectivity parameter of the proposed 

algorithm is 88 % where as it 86.1%in Youngyoo and Tompkins 

algorithm. The Specificity   parameter of the proposed algorithm for 

an Episode length of 1.5 seconds is 86.14% where as it is 89. 57% in 

complexity measure. This proposed algorithm is faster than Zheng‟s 

complexity measure and slower than normal decomposition 

technique because of the adaptive threshold.  
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