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ABSTRACT 
This paper presents an adaptive filtering method to remove 

ocular artifacts in the electroencephalogram (EEG) records. 

The major concern in analyzing EEG signal is the presence of 

ocular artifacts in EEG records caused due to various factors. 

It is essential to design specific filters to remove the artifacts 

in EEG records. Here, we proposed an adaptive filtering 

method that uses RLS (Recursive Least Square) algorithm and 

FRLS (Fast Recursive Least Squares) to remove ocular 

artifacts from EEG recordings through wavelet transform. We 

compared RLS & FRLS algorithms with wavelet transforms. 

Elapsed time can be decreased by using the FRLS algorithm 

compared to other techniques and also we can compare the 

PSNR and MSE values. 

Keywords:  EEG, ocular artifacts, recursive algorithm, 

stationary wavelet transform, Fast recursive least squares. 

 

1. INTRODUCTION 

Major problem in neuroscience is the analysis of electrical 

recordings of the brain activity by an electroencephalogram. 

Eye blinks is one of the common problems faced while 

recording the EEG signals and the movements of eye balls 

produce ocular artifacts. One way to deal with this problem  

 

is to provide subjects with a fixation point and to instruct 

them to make no eye movements or blinks. The effective 

filtering of these ocular artifacts is extremely difficult because 

their frequency spread (1 Hz–50 Hz) overlaps with that of the 

EEG. Various methods were proposed in recent years to 

correct ocular artifacts in EEG signals based on the relation 

between the EOG signals and the artifacts and most of these 

methods are non-adaptive. Croft [2] reviews a number of 

methods dealing with ocular artifacts in EEG focusing on 

relative merits of variety of EOG correction procedures. 

Garces Correa [3] proposed a cascade of three adaptive filters 

based on Least Mean Squares (LMS) algorithm to reduce the 

common artifacts present in EEG signals without removing 

significant information. Wavelet analysis provides flexible 

control over the resolution with which neuro-electric 

components and events are localized in time, space and scale. 

Samar [7] describes the basic concepts of wavelet analysis 

and other applications. 

 

Among all the adaptive filters, recursive least squares (RLS) 

and fast RLS (FRLS) algorithms are well known. The latter is 

a computationally fast version than the former. Though RLS 

is not as widely used as the least mean square (LMS), it has a 

very significant theoretical interest as it belongs to the 

Kalman filters family. Many adaptive algorithms (including 

the LMS) are the approximations of RLS. So, there is a need 

to interpret and understand the different variables of RLS 

algorithm in different ways [11]. 

 

The convergence rate, misalignment and numerical stability of 

adaptive algorithms depend on the number of the input signal 

covariance matrix. The higher this condition number, slower 

the convergence rate and/or the  algorithm is less stable . For 

ill- conditioned input signals (like speech), the LMS 

converges very slowly and the stability and misalignment of 

FRLS are more affected. So, there is a need to compute the 

condition number in order to monitor the behavior of adaptive 

filters. Unfortunately, it is difficult to  estimate this condition 

number. In this paper we proposed an  adaptive filtering 

technique for de-noising of these ocular artifacts using Symlet 

(sym3) wavelets. 

 

2. WAVELETS FOR ANALYZING EEG 

SIGNALS 
 

Statistical settings usually concern with discretely sampled 

rather than continuous functions. Wavelet transforms [1,9] 

have emerged as one of the superior techniques in analyzing 

non-stationary signals like EEG. Its capability to transform a 

time domain signal into frequency domain and frequency 

localization helps to understand the behavior of a signal 

better. The Discrete Wavelet Transform (DWT)[8] means 

choosing subsets of the scales „j‟ and positions „k‟ of the 

mother wavelet Ø(t). 

 

    Ø j, k (t) =2
j/2

 Ø (2
j
t-k)         (1) 

  Choosing scales and positions based on powers of two, 

which are called dyadic scales and positions (j and k are 

integers). Equation (1) shows that it is possible to build a 

wavelet for any function by dilating a function Ø(t) with a 

coefficient 2j, and translating the resulting function on a grid 

whose interval is proportional to 2–j. Contracted (compressed) 

versions of the wavelet function match the high-frequency 

components, while dilated (stretched) versions match the low-

frequency components. Then, by correlating the original 

signal with wavelet functions of different sizes, the details of 

the signal can be obtained at several scales. These correlations 

with different wavelet functions can be arranged in a 

hierarchical scheme called multi-resolution decomposition. 

The multi-resolution decomposition algorithm [5] separates 

the signal into “details “at different scales and a coarser 

representation of the signal named “approximation”. The 

basic DWT algorithm can be modified to give a SWT [6] that 

no longer depends on the choice of origin. As a consequence 

of the sub sampling operations in the pyramidal algorithm, 

DWT does not preserve translation invariance. i.e., a 

translation of the original signal does not necessarily imply a 

translation of the corresponding wavelet coefficients. The 

SWT has been introduced in order to preserve this property. 

Instead of sub sampling, SWT utilizes recursively dilated 

filters in order to halve the bandwidth from one level to the 

other. This decomposition scheme is shown in figure 1. 
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                            Fig. 1: Wavelet decomposition scheme 
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Fig. 2: Structure of an adaptive filter 

 

3. ADAPTIVE FILTERING 
Adaptive algorithms [10] play a very important role in many 

diverse applications such as communications, acoustics, 

speech, radar, sonar, seismology, and biomedical engineering. 

Adaptive-algorithms such as LMS, recursive LS or 

exponentially weighted LS can be used to update the 

coefficients of the adaptive filter. Among all the adaptive 

filters, Recursive Least-Squares (RLS) and Fast RLS (FRLS) 

algorithms are well known. FRLS is computationally less 

complex version of the RLS. Even though the RLS is not as 

widely used as the Least-Mean-Square (LMS) algorithm, it 

has very significant theoretical interest as it belongs to the 

Kalman filters family. The convergence rate, misalignment 

and numerical stability of adaptive algorithms depend on the 

number of the input signal covariance matrix [12]. Thus, there 

is a need in computing the condition number in order to 

monitor the behavior of adaptive filters. 

 

4. FAST RLS ALGORITHM 
 

The most promising classes of adaptive filtering algorithms 

for removal of ocular artifacts is Fast Recursive Least Squares 

algorithm. This algorithm exhibits computationally low 

complexity than RLS algorithm. The computation time of the 

RLS algorithm scales with O (M2), where M is the filter order, 

where as the computation time of FRLS algorithm scales with 

O (M). The main advantage of the RLS and FRLS algorithms 

is these will reduce the artifacts that are present in the EEG 

signals. Because the EEG signal is the low frequency signal 

the FRLS filter will eliminate the high frequency contents i.e. 

the noise that present in the EEG signal efficiently than the 

RLS filter.  In FRLS method it will read the data and perform 

scaling on EEG and EOG data. For noisy and EOG data 

analyze the data and we find the l and h bands. For each and 

every sample we applied the FRLS algorithm to do the 

filtering and we calculate the error in EOG signal based on 

reference EOG signal. We estimated the EOG signal and find 

out the EEG data as the difference of input signal and 

estimated EOG data. 
 

 

 

5. METHODOLOGY 
The EEG recordings are contaminated by EOG signal. The 

method proposed in this paper involves the following steps  

(i) Apply Stationary Wavelet Transform to the contaminated 

EEG and reference EOG with Symlet (sym3) as the basis 

function and decompose the image.  

(ii) Apply adaptive filter with RLS and FRLS algorithms in 

which the output signal is subtracted from the corrupted   

EEG signal to produce the artifact free EEG signal 

(iii) Apply wavelet reconstruction procedure to reconstruct the 

EEG signal to produce the artifact free EEG signal. 

 

5.1. Fast RLS Algorithm with Wavelet 

transforms 

1).Read the data and perform scaling on EEG and EOG.  

2). Evaluate sym3 synthesis filters to populate low pass and 

high pass analysis. 

3). For Noisy and reference EOG data, perform analysis to get 

„l‟ and „h‟ bands. 

4). For each and every sample, perform fast RLS algorithm to 

predict and estimate the EOG sample. Then calculate error in 

EOG sample for updation.  

5).Get EEG data as difference of original signal and estimated 

EOG data. 

6).Calculate PSNR for original and filtered data. 

7).Plot PSDs of original and filtered data 
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6. RESULTS AND DISCUSSION 

6.1. Results for RLS Algorithm with 

Wavelet Transforms 

From the results we can observe that fig 3(a) is the 

combination of EEG, EOG, and with some noise. From the 

fig3(a) the black colored signal is the original EEG, the red 

colored signal is the EOG signal and the blue colored signal is 

the noisy signal. From  fig 3(b) the black colored signal is the 

noisy EOG signal and green colored signal is the estimated 

EOG signal. If we subtract the estimated EOG signal from the 

EEG/EOG/noise EEG signal we can estimate the actual EEG 

signal. From fig 3(c) the black colored signal is the noisy EEG 

signal and green colored signal is the estimated EEG signal. 

From fig 3(d) the red colored signal is the noisy PSD and blue 

colored signal is the filtered PSD. 

 

 

 

 

 

 

 

 

 

 

                                             (a)                                           (b) 

 

(c)                                                                                                   (d)                                                                  

Fig.3.Results for RLS algorithm with wavelet transforms: (a) is the EEG/EOG/Noisy EEG signal, (b) is the estimated EOG 

signal, (c) is the estimated EEG signal, (d) is the Power spectral density curve 
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Fig.4.Results for FRLS algorithm with wavelet transforms: (a) is the EEG/EOG/Noisy EEG signal, (b) is the estimated EOG 

signal, (c) is the estimated EEG signal,(d) is the Power spectral density curve 

6.2. Results for Fast RLS Algorithm with 

Wavelet Transforms 
From the results we can observe that fig 4(a) is the 

combination of EEG, EOG, and with some noise. From the 

fig4(a) the black colored signal is the original EEG, the red 

colored signal is the EOG signal and the blue colored signal is 

the noisy signal. From fig 4(b) the black colored signal is the 

noisy EOG signal and green colored signal is the estimated 

EOG signal. If we subtract the estimated EOG signal from the 

EEG/EOG/noise EEG signal we can estimate the actual EEG 

signal. From fig 4(c) the black colored signal is the noisy EEG 

signal and green colored signal is the estimated EEG signal. 

From fig 4(d) the red colored signal is the noisy PSD and blue 

colored signal is the filtered PSD 

Table1: Comparison of MSE, PSNR and Elapsed Times 

  Algorithm 
Noisy - 

MSE 

Filtered- 

MSE 

Noisy-

PSNR 

Filtered- 

PSNR 
Elapsed Time 

RLS Algorithm 
6.5806e-

008 

4.6227e-

008 
0.8704 3.9379 12.152955 sec 

RLS Algorithm 

with wavelets 

6.5806e-

008 

3.3760e-

008 
0.8704 6.6677 10.170116 sec 

FRLS 

Algorithm with 

wavelets 

6.5806e-

008 

2.5635e-

008 
0.8704 9.0591 

1.695036 sec 
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From the table we compared PSNR and Elapsed times for 

RLS and Fast RLS algorithms. We consider the noisy PSNR 

as 0.8704 for all the signals and the filtered PSNR values for 

RLS and FRLS algorithms are 6.6677 and 9.0591.The 

Elapsed time decreases in case of FRLS compared to RLS 

algorithm and the values are 10.170116 sec for RLS and 

1.695036 sec for FRLS algorithms. From the table we can 

conclude that FRLS algorithm is more efficient compared to 

RLS algorithm.  

7. CONCLUSION 
Our proposed method using adaptive filter with Fast RLS 

algorithm through wavelet transform reduces the artifacts in 

EEG compared to RLS algorithm with wavelet transforms. It 

is an efficient technique to improve the quality of EEG signal 

and also increases the PSNR value and decreases the elapsed 

time compared to RLS algorithm. We conclude that adaptive 

cancellation with help of wavelet decomposition can be 

considered to be a preprocessed work and is  an efficient 

processing technique for improving the quality of EEG signals 

in biomedical analysis. 
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