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ABSTRACT 

Traveler Salesman Problem (TSP) is one the most famous and 

important problems in the field of operation research and 

optimization. This problem is a NP-Hard problem and it is 

aimed to find a minimum Hamiltonian cycle in a connected and 

weighed graph. In the last decades, many innovative algorithms 

have been presented to solve this problem but most of them are 

inappropriate and inefficient and have high complexity. In this 

paper, we combined Hopfield neural network with genetic 

algorithm to solve this problem, and showed that the results of 

the algorithm are more efficient that the other similar 

algorithms. 
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1. INTRODUCTION 
We have a weighed and connected graph with n vertices (cities). 

We want to start a tour from one these vertices, visit all of the 

other vertices for exactly one time and finally return to start 

vertex. This tour is called Hamiltonian tour. In the TSP, we want 

to find a minimum cost Hamiltonian cycle. Finding the 

minimum Hamiltonian cycle is easy with low number of 

vertices. But with increasing of the number of vertices (cities), 

the problem got harder and becomes a NP-Hard problem. This 

problem was introduced in the 18th century for first time by 

William Hamilton and Thomas Kirkman and in the 1930s was 

published in public form by mathematician such as Karl Menger 

from Harvard and Hassler Whitney from Princeton [1, 2]. 

Many algorithms were introduced to solve this problem. Most of 

them are trying to find a solution near to optimal tour. Freisienen 

and et al. used heuristic methods to solve the problem [3]. 

Laarhoven and et al. Used Simulated Annealing [4]. Dorigo and 

et al. used ant colony algorithms [5]. Goldberg and et al. used 

Genetic Algorithms [6] and Al Rahedi defined new parameter 

for Genetic Algorithm [7]. Hejazi combine ant colony algorithm 

with Genetic Algorithms [8]. Also, Feng and et al. used 

Hopfield neural networks to solve this problem [9]. Others used 

Cohnen neural networks to solve this problem [10].  

In this paper, first we employed Hopfield neural networks and 

then used its results as initial population of genetic algorithm. 

Finally we show that the results of this hybrid algorithm are 

better than similar and simple algorithms.  

2. HOPFIELD NEURAL NETWORK 
Hopfield neural network is a recursive and monolayer neural 

network with a symmetric weight matrix that its diagonal 

elements are equal to zero. This network can be continuous or 

discrete with time and is a fully connected network. We can use 

this network with a well defined energy function to find an 

answer near to optimal one [11]. In the TSP, we define 

neurons for  cities. Also, we assume that the graph is a full 

mesh. So, there is an edge between each pair of vertices. The 

tour is showed by a matrix, so, the element in row  and column 

 shows the th city in the th situation. Figure 1 shows a simple 

example for a Hamiltonian tour in a TSP with 4 cities. The tour   

is  . 

 

 1 2 3 4 

A 0 1 0 0 

B 0 0 0 1 

C 0 0 1 0 

D 1 0 0 0 

Figure 1.A simple example for a Hamiltonian Tour in a TSP 

with 4 cities 

TSP is an optimization problem that has some constraints. The 

first constraint is that in optimal tour each vertex (city) should 

be visited exactly one time. In other word, in each row of matrix 

we can have exactly one element with value of one. We show 

this constraint as relation 1.  

                                                                (1) 

If th city exist on th situation, the value will be equal to one 

and else it will be equal to zero. The second constraint is that in 

each level of tour only one city should be visited, so in each 

column we just have an element with value one. This constraint 

is showed via relation 2. 

                                                                   (2) 

The third constraint is that the optimum tour should visits all 

cities. This constraint is showed via relation 3. 

                                                                  (3) 
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The last constraint is that the value of tour should be minimized. 

This constraint is showed via relation 4. 

                                         (4) 

In relation 4,  shows the distance between city  and city  

(the weight of edge between  and ). So, we can define the 

Hopfield network’s energy function for TSP as relation 5. 

    

      (5) 

In relation 4, values of , ,  and  are constant. The 

minimum value of function  will be achieved when the fourth 

sentence minimized and the first three sentences equals to zero. 

Therefore, the constraints will be satisfied and the value of  

will be equal to TSP answer [9]. 

2.1 Weight Matrix in the Network 
In the Hopfield network, the weight matrix is a  matrix 

and calculated via relation 6. 

            

                                      (6) 

In the above relation (relation 6), the function  is calculated 

via relation 7 [9]. 

                                                                  (7) 

In the Hopfield network for TSP, activation function is defined 

as relation 8 [9]. 

, 

   ,     ,   , 

 , 

  

(8) 

Finally, the output of Hopfield network obtains from relation 9 

[9]. 

                                                                  (9) 

3. GENETIC ALGORITHM 
Genetic algorithm is one of search techniques that are trying to 

find optimal solution for optimization and operation research 

problems. This algorithm is a special type of evolutionary 

algorithms that uses biological techniques such as inheritance 

and mutation. Genetic algorithm is an optimization technique 

that uses Darwin natural selection techniques to find the optimal 

formula. For optimizing problem’s target function, this 

technique tries to generate a new generation of population from 

current generation. Each population consists from  individual 

and each individual is represented as a string over a finite 

alphabet. The algorithm starts with a random (or preprocessed) 

initial population and uses some special steps to generate a new 

and better population from this population. To do this, the 

algorithm uses a fitness function to evaluate the answers. In each 

round of algorithm, if at least one individual fits enough 

according to the fitness function, the algorithms stops and 

returns that individual as the answer [12, 13, and 19].  

3.1 Genetic Algorithm Basic Operations 
As mentioned earlier, Genetic Algorithm uses three basic 

operations to generate the new generation of population form 

current one [14, 15, and 16]. These operations are as follows: 

1. Selection: select some of individuals form current 

population according to fitness function to generate 

new generation. In this operation, individuals with 

higher fitness value have more chance for selection. 

2. Crossover: in this operation, a new individual is 

created via two selected individual form current 

generation. The crossover operation repeated for  

times to generate new population. 

3. Mutation: this operation can make a random change in 

an individual to increase its fitness value.  

Figure 2 describe the genetic algorithm that implements all 

above operations for TSP. 

Function  TSP(Initial_Population) returns an individual 

   {  current = Initial_Population; 

       repeat 

         { new_generation = ; 

            For (int i=1; i k; i++) 

            {  first = randomly selected individual from current  

                              according to fitness function; 

                second = randomly selected individual from current 

                                according to fitness function; 

                new_ind = Crossover(first, second); 

                 if (fitness(new_ind) Threshold) Mutation(new_ind); 

                new_generation = new_generation  new_ind; 

            } 

        current  = new_generation; 

        } 

    until some individual from current fits enough; 

    return (the best individual form current according to fitness); 

   }                     

Figure 2.Genetic algorithm for TSP 

4. HYBRID ALGORITHM FOR TSP 
To solve TSP, innovative and heuristic methods have an 

important role [17]. In the last decade, many methods in this 

field were presented [18]. In this section, we present a new 

hybrid algorithm for TSP based on Hopfield neural network and 

Genetic algorithm. In this algorithm, we educate the problem via 

Hopfield network and then use the output of this network (that is 

near to optimal answer) as initial population of Genetic 

algorithm. This can help improving of Genetic algorithm 

efficiency via using an initial population near to actual answer 

instead of a random initial population. So, we expect better 

results that the other algorithms. Figure 3 shows the hybrid 

algorithm steps for TSP. As it shows, first we formulate the 

TSP. We assume that the associated graph is a full mesh to test 

the algorithm in the worst case. As mentioned earlier, in the 

second step we use Hopfield algorithm to educate the problem 

and obtain an answer near to actual and optimum answer. At 

last, we use the introduced Genetic algorithm to obtain the 

optimum solution.  
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Figure 3.The hybrid algorithm for TSP based on artificial 

neural network and genetic algorithm 

5. IMPLEMENTATION AND RESULTS 
To solve TSP, first we defined the structure of Hopfield 

network. In this network, we had  neurons (based on the 

number of cities). Also, we initialized the constant values of the 

network via relation 10. 

                           (10) 

 

Figure 4.The result of the algorithm on TSP with 10 cities 

 

Also, we initialized the other variables of the network via 

relation 11. 

                                                          (11) 

At last we run the hybrid algorithm on TSPs with 10, 20 and 26 

cities. Figures 4, 5 and 6 show the results. 

 

Figure 5.The result of the algorithm on TSP with 20 cities 

 

 

Figure 6.The result of the algorithm on TSP with 26 cities 

 

6. CONCLUSION 
Traveler Salesman Problem (TSP) is one the most famous 

problems in the field of operation research and optimization. 

This problem is a NP-Hard problem and so, there is not any 

algorithm with polynomial time complexity for it. Therefore, 

many heuristic algorithms were presented for this problem such 

as using simulated annealing, genetic algorithm and artificial 

neural network. In this paper, we presented a hybrid algorithm 

for TSP based on combination of artificial neural network and 

genetic algorithm. Also, we showed that the hybrid algorithm 

has better time and space complexity than the other algorithms. 
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