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ABSTRACT 

Content based image retrieval is the technique to retrieve similar 

images from a database that are visually similar to a given query 

image. It is an active and emerging research field in computer 

vision. In our proposed system, the Interest points based 

Histogram of Oriented Gradients (HOG) feature descriptor is 

used to retrieve the relevant images from the database. The 

dimensionality of the HOG feature vector is reduced by 

Principle Component analysis (PCA). To improve the retrieval 

accuracy of the system the Colour Moments along with HOG 

feature descriptor are used in this system. The Interest points are 

detected using the Harris-corner detector in order to extract the 

image features.  The KD-tree is used for matching and indexing 

the features of the query image with the database images. 

Keywords: Content-based image retrieval, interest points, 

HOG, KD-tree.  

 

1. INTRODUCTION 
Content-based image retrieval is emerging as an important 

research area with application to digital libraries and multimedia 

databases. It retrieves the similar images from a large collection 

according to the similarity between features extracted from the 

query image and candidate images based on the low-level 

features such as colour, texture and shape. The features are 

automatically extracted from the images themselves. It is an 

alternative to the conventional text-based image retrieval 

systems. The most CBIR systems use the querying images by 

examples (Query-By-Example) approach to search for the most 

similar images to the given example image among a number of 

candidate images. Some of the CBIR systems are QBIC (Query 

by Image Content), Virage, Pichunter, VisualSEEK, Chabot, 

Excalibur, Photobook, Jacob, Digital Library Project [1].  

 

In general, image features can be either local or global [2].  The 

global features describe the visual content of the entire image. 

The retrieval systems based on global features cannot represent 

all the characteristics of the image. Therefore, the global 

features are not suitable for tasks like partial image matching or 

searching for images that contain the same object or same scene 

with different viewpoints.  In order to avoid using global 

features, the interest points detectors were introduced to 

represent the local features of images in image retrieval 

systems[3,4].  The interest points are the salient image patches 

that contain rich local information about an image. Many  

algorithms have been developed for the purpose of detecting and 

extracting the interest points like Harris[5], Hessian[6] , Scale 

invariant [7] , affine-invariant  [8] and Difference-of- Gaussians 

(DOG) [9]. In this work the fast, robust and rotation invariant, 

Harris detector is used to detect the interest points.  Local 

features have been initially proposed to solve problems in 

computer vision applications. They are very robust to 

occlusions, cropping and geometric transformations. In recent 

years, interest point detectors and descriptors are employed in 

many CBIR systems.  

 

2. PROPOSED SYSTEM  
In this paper, the interest points are used to denote the local 

features of an image. The 16 x 16 pixel image patch (region) is 

selected around the interest points to extract features. For each 

region, the HOG and colour features are extracted and form as 

the feature vector of the region. The similarity between a pair of 

images is determined by the number of matches found between 

their feature vectors. In this work, KD-Tree is used to index and 

match the similarity between the feature vectors of images and a 

voting algorithm is used to count the number of matches of 

feature vectors of query image with the database images. Finally 

the images having the maximum voting are ranked and extracted 

from the database. The Precision and Recall measure the 

performance of the system.. The Figure 1 has shown the 

proposed system of the CBIR. 

The paper is organized as follows. Section 3 presents the 

processing steps of interest points detection using the Harris 

detectors, in section 4 the feature extraction algorithms is 

presented, the dimensionality reduction algorithm is explained in 

section 5, in section 6 the KD-tree is explained for matching the 

features of images, Section 7 demonstrates the experimental 

results and finally the paper concludes in Section 8. 

3. INTEREST POINT DETECTION 
 In this work, the CBIR system retrieves the similar images 

using the interest points.  Different Interest points detector have 

been proposed and used based on the field of applications.   The 

fast, robust and rotation invariant, Harris detector [4] is widely 

used in many computer vision applications which uses the 

autocorrelation function to determine locations where the 

change of signal in one or two directions. A matrix related to the 

auto-correlation function is computed: 
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Figure 1:  The Proposed CBIR System 

 

 

          (1) 

 

where σD  is the derivation scale, σI  is the integration scale, G is 

the Gaussian and L is the image smoothed by a Gaussian kernel. 

This matrix has two Eigen values that are the principal 

curvatures of the auto-correlation function. When the two 

eigenvectors are very small then there is no structure exists. If 

one is large and another one is small, there is an edge like 

structure.  If both of them are very large and distinct, there is a 

corner like structure. Edges and interest points can be computed 

based on: 

 

det ( C )  - α . trace2 ( C ) < TE   (2) 

                               and 

det ( C )  - α . trace2 ( C ) > TC  (3)  

 

Edges are computed based on equation (2), where α is the 

coefficient of the Harris function and TE is the threshold of the 

Harris function (TE < 0). The edge detection is carried out at the 

first scale. Interest points can be detected by using eq. (3), TC is 

the threshold for interest points (TC > 0). The Figure 2 shows the 

detected interest points of a cat image. 

  

 

 
 

Figure 2: Harris Corners of a Cat 

 

4. FEATURE EXTRACTION 
The Feature extraction is the main core for the CBIR systems. 

The extracted features should be well separated in the feature 

space to produce effective discrimination between images. In 

this work the texture feature is extracted using HOG descriptor 

and the colour information is extracted using colour moments 

around the interest points.     

4.1 Histogram of Oriented Gradients (HOG) 

Feature 
Histogram of Oriented Gradients (HOG) [10] feature descriptor 

is used in this work to extract the features. It is very effective to 

represent objects and is widely used in human and face 

detection.  The first step is detecting all interest points of the 

image using the Harris detector. This operator is based on the 

auto-correlation matrix that describes the local structure of the 

image. Then compute the Gradient Orientation Histogram 

around the 16 x 16 pixel region of each interest points. First, the 

region is divided in 4 X 4 sub-region, For each sub-region the 8-

bin gradient orientation h(k), k = 0 to 7 are calculated  which 

forms a feature vector of size 128 dimension (4 x 4  x 8). The 

gradient oriented histogram is computed as follows: 

                  (4) 

 

                      (5) 

 

–          (6) 

 

        (7) 

 

    (8) 

 

          (9) 
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where Iij is the i,j pixel value of each sub-region, mij is the 

gradient magnitude of the pixel i,j, dij is the gradient direction at 

pixel i,j, h(k) is the kth dimension h(k) of the gradient histogram 

represents the total intensity of  the pixel gradient whose 

direction lies in the kth direction bin dk., k = 0 to7.  The direction 

bins are defined by the relative angle to the dominant gradient 

direction D of the image region. Finally, combing all the 

Gradient orientation Histogram of the interest point’s area 

together to form a feature vector of size 128-dimension. 

 

4.2 Colour Feature 
The HOG gives only texture information to extract the color 

features around the region of each interest points the Color 

Moments [11] are used. The first order moment (mean) and 

second order(variance) are calculated for a 10x10 region around 

the interest point for the RGB channel. The value of the i-th 

color channel at the j-th image pixel is pij. The index entries 

related to this color channel are calculated by: 

Ei  =      (10) 

=    (11) 

where N is the number of pixels in the image patch.  

5. DIMENSIONALITY REDUCTION 
Principal Component Analysis (PCA) [12] is applied to reduce 

the dimensionality of the feature vectors. PCA is a multi-variate 

statistical analysis method used for feature reduction. The new 

features are linear transformations of the original variables and 

obtained such that they are uncorrelated or orthogonal to each 

other.  The HOG feature vector is reduced from 128 to 64 

dimensions. The color feature is added after the feature vector 

dimension is reduced. So the final feature vector gets a size of 

70 dimensions.  

6. INDEXING AND MATCHING  
In our CBIR system the KD-tree [13] algorithm is used to match 

the features of the query image with those of the database 

images.  The KD-tree with the Best Bin First(BBF) search 

algorithm is used for indexing and matching the HOG features. 

The KD-tree is a kind of binary tree in which each node chooses 

a dimension from the space of the features being classified: all 

features with values less or equal to the node in that particular 

dimension will be put in the left sub-tree; the other nodes will be 

put in the right sub-tree and thus recursively. The BBF 

algorithm uses a priority search order to traverse the KD-tree so 

that bins in feature space are searched in the order of their 

closest distance from the query. The k-approximate and 

reasonable nearest matches can be returned with low cost by 

cutting off further search after a specific number of the nearest 

bins have been explored.  The Voting scheme algorithm is used 

to rank and retrieved the matched images. To check the 

performance of proposed technique the precision and recall is 

used. The standard definitions of these two measures are given 

by following equations. 

Precision    =                            (12) 

Recall   =            (13) 

The matching of feature vectors of two images is shown in 

Figure 3. 

 

 
 

Figure 3: Matching of Feature points 

 

7. EXPERIMENTS AND RESULTS 
The image retrieval system based on Harris corners with HOG 

feature tested on COIL-100 object database [14].  The COIL-

100 is a popular image database for benchmark which contains 

72 views for 100 objects acquired by rotating the object under 

study about the vertical axis. In Figure 4, shows sample views 

for the each of the objects in the database. Our database consists 

of total 720 images of size 128x128. There are 10 different 

categories consisting of 72 images in each category. To test this 

system, five images are selected randomly from each category as 

query images. The HOG feature and colour moments are 

extracted for all images of the database which forms the feature 

database in off-line. The size of the HOG feature vector is 

reduced to 64 dimensions. The color information is added to the 

reduced HOG features. Now the size of the feature vector is 

70(64-d HOG + 3 x 2 First order and second order colour 

moments of RGB channel). The fast and multidimensional KD-

tree data structure is used to compare the features of the query 

image with the data base images. The retrieved result of coffee 

cup object query image is shown in Figure 5.  

 

 
 

Figure 4: Sample database 
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Query Image 

 

 
              Retrieved Images 

 
 

Figure 5: Result of Coffee Cup Object query image 

8. CONCLUSION 
Content-based image retrieval is currently a very important 

and active research in the field of multimedia databases. 

Since the explosive growth of image data in the large image 

archives need a more précised retrieval techniques to find 

the similar images. In this paper the interest points based 

Histogram of Oriented Gradients feature descriptor is used 

to retrieve the similar images from the database. The Harris 

detector is used to detect the interest points in the images. 

The HOG descriptor is used to  extract the features around 

the interest points. The dimension of the HOG feature 

vector is reduced by the PCA and the colour information is 

added to the reduced HOG feature to improve the retrieval 

accuracy of the system. The proposed system gives 82.46% 

of Average Precision, for 10 categories of 720 images. This 

proposed system is more suitable for such applications as 

searching for images that contain the same object or the 

same scene with different viewpoints.      
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