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ABSTRACT 

Content based image retrieval address the problem of 

retrieving images relevant to the user needs from image 

databases on the basis of low-level visual features that can be 

derived from the images. Grouping images into meaningful 

categories to reveal useful information is a challenging and 

important problem. This paper represent effective approaches 

for Content Based Image Retrieval (CBIR) that represent  

each image in the database by feature vector computed by 

using entropy of sub block of bit plane image. This paper 

present four method for calculating the feature vector of 

image .All the proposed methods tested on image database 

which include 800 images with 8 classes. Euclidean distance 

is used for similarity measure. Performance of each method 

calculated by using overall average precision and overall 

average recall for comparison of proposed method. Overall 

precision and overall recall computed using 40 queries on the 

image database. It is found that as the image divide into more 

sub block the performance goes on increasing.  

General Terms  

Image identification,Pattern Recognition. 

Keywords 

CBIR; Entropy; Bit Plane; Image Sub block; Precision; 
Recall; Euclidean Distance. 

1. INTRODUCTION 
 People from various fields use image-related information. For 

instance, doctors use X-ray image information, cartographers 

and geographers use aerial image information, and 

meteorologists use satellite image information. These images  

are almost always converted to digital form and stored in 

image databases for later use.  

With the advancement in image capturing device, the image 

data been generated at high volume. If images are analyzed 

properly, they can reveal useful information to the human 

users. Most of the image retrieval systems associate keyword 

or text with each image & required to enter the keyword or 

text descriptor of desired image. Through text description, 

images can be organized by topical or semantic hierarchies to 

facilitate easy navigation & browsing based on standard 

Boolean queries. However since automatically generating 

descriptive text for a wide spectrum of images is not feasible, 

most text based image retrieval systems require manual 

annotation of images. Obviously, annotating images is a 

cumbersome & expensive task for large image database & is  

often subjective [10, 11].Because of all these problem in 

recent year ,there has been interest in developing effective 

method for searching large image database on image content 

by ranking relevance between query image feature vector & 

database image feature vector .The goal of content based 

image retrieval is to operate on collection on the images & 

response to visual queries. CBIR describe the process of 

retrieving desired image from large collection on the basis of 

feature that can be automatically extracted from image 

themselves. 

This leads to issues such as reducing storage space and 

querying the database; that is, getting the information you 

need from the database as accurately and quickly as possible. 

As a consequence of the size of image databases, research on 

content-based retrieval of images has received much attention 

recently. According to the scope of representation these 

features are of two types global feature & local feature .The 

first category include texture histogram, color histogram, 

color layout & feature selected by multidimensional 

discriminates analysis of a collection of images  

[1][2][4],while color, texture & shape in other category. 

Content-based retrieval implies the use of low-level visual 

features such as shape [6,7], color[2,3], and texture[8,9] for 

search and retrieval of images from image databases. Texture, 

shape and color are the most commonly used low-level 

features in content-based image retrieval. In typical content 

based image retrieval system(Fig.1),the visual content of the 

image in data base form a feature database .To retrieve the 

image user s provide the retrieval system with query image. 

Then system then changes this query image in internal 

representation of feature vector. The similarities /distance 

between the feature vector of query image & those of the 

images in the database are then calculated & retrieval is  

performed with the aids of an indexing.  

Feature that can be extracted from an image are color, shape 

& texture.  

1.1 Color 
Color is a very important feature in aerial RS image and other 

single band image. Histogram is the major tool to express 

color feature .RGB (Red, Green and Blue) color system is 

usually used to express colorful image.  

1.2 Shape 
Shape is also important image content used to retrieval. The 

primary mechanisms used for shape retrieval include 

identification of features such as lines, boundaries, aspect 
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ratio, and circularity, and by identifying areas of change or 

stability via region growing and edge detection.  

 

 

 

 

 

 

 

 

Fig 1.Content Based Image Retrieval(CBIR) System. 

1.3 Texture 
Texture is a difficult concept to represent. The identification 

of specific textures in an image is achieved primarily by 

modeling texture as two-dimensional grey level 4 variations. 

The relative brightness of pairs of pixels is computed such 

that degree of contrast, regularity, coarseness and 

directionality may be estimated. 

2. THEROTICAL CONSIDERATION 

Color image or gray scale image ( , )I i j  is represented as a 

M X N intensity matrix, where each ( , )I i j  element have 

different intensity value which is lying [0-255] for gray scale 

image and[26] it varies for the color image. Each intensity 

value of each pixel in the image can be represented by “1” or 

“0” single bit which is also known as binary image or an 8-bit.  

Given image is converted into the bit plane image (binary 

image) using different techniques [1,2,3].  

2.1 Single Bit  Plane  Formation using 

Interband Average Image 
Single bit plane image is formed by using threshold .This 

threshold is mean of the image intensity value. First we 

consider the interband average image [9],[3],[4]. This inter 

band average image is formed by taking average of red, green 

and blue color planes.  Let color image ( , )I i j having size

256 256X . Then  ( , )r i j  , ( , )g i j and  ( , )b i j  are the 

three red, green and blue color plane for the given image 

respectively. ( , )IBAI i j is the interband average image 

having size 256 256X  and which is calculated as  

256 256

1 1

1
( , ) ( , ) ( , ) ( , )

3 i j

IBAI i j r i j g i j b i j          (1) 

Then mean M  value of this interband average image is  

calculated as  

256 256

1 1

1
( , )

(256 256) i j

M IBAI i j
X

                (2) 

This mean value is considered as a threshold. Then   single bit 

plane is created by comparing the mean value which is given 

above equation 2 with the each pixel value in the interband 

average image is greater than equal to the threshold then the 

corresponding pixel position of single bit plane will have a 

value of 1 otherwise it will have value of 0.Created  

( , )SBP i j  image is single bit plane image having  the same 

size that of the original image. 

1 ( , )

( , )

0 ( , )

if IBAI i j M

SBP i j

if IBAI i j M

                 (3) 

 

2.2 Three Bit Plane Formation using Three 

Color Plane   

Most color images are recorded in RGB space, which is 

perhaps the most well-known color space. In this method   the 

color image is dividing into R, G, and B components. Then 

compute three thresholds which is the mean of each color 

components MR , MG , MB   for red, green and blue  color 

component respectively given as  

256 256

1 1

1
( , )

256 256 i j

MR r i j
X

                               (4) 

 

256 256

1 1

1
( , )

256 256 i j

MG g i j
X

                                (5)  

256 256

1 1

1
( , )

256 256 i j

MB b i j
X

                                (6) 

     Here three bit planes will be computed as BMR, BMG 

and BMB. If a pixel in each component (R,G and B) is greater 

than or equal to the respective threshold, the corresponding 

pixel position of the bit plane will have a value of 1 otherwise 

it will have a value of  0.  

1 ( , )
( , )

0 ( , )

If r i j MR
BMR i j

If r i j MR
                        (7) 

1 ( , )
( , )

0 ( , )

If g i j MG
BMG i j

If g i j MG
            (8) 

1 ( , )
( , )

0 ( , )

If b i j MB
BMB i j

If b i j MB
                         (9) 
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R, G and B components for color image and bit plane

( , )BMR i j  for red component, bit plane ( , )BMG i j  for 

green component and bit plane ( , )BMB i j for blue 

component for given color image.  

2.3 Bit-Plane Slicing 

Image enhancement is the method to enhance the image 
which is of low contrast. But the drawback in this method is 

that all the pixels in the image are brightened totally and this 

may not be suitable for some applications [7][26]. So to 

overcome this, Bit-Plane Slicing method is used. Bit-Plane 
Slicing is a technique in which the image is sliced at different 

planes. It ranges from Bit level 0 which is the least significant 

bit (LSB) to Bit level 7 which is the most significant bit 

(MSB) as shown in Fig.2. 

 

 

 

 

 

 

 

 

 

Fig.2. Bit plane Slicing.  

It is clear that the intensity value of each pixel can be 

represented by an 8-bit binary vector

( 7, 6, 5, 4, 3, 2, 1, 0)b b b b b b b b , where i is from 0 to 7 and 

each bi is either “0” or“1”. In this case, an image may be 

considered as an overlay of eight bit-planes. Each bit-plane 

can be thought of as a two tone image and can be represented 

by a binary matrix[7] [8]. 

The formation of bit plane  is given  

1 1
I ( , ) { [ ( , )]}

2 2i
bp i j R floor I i j                    

(10) 

where ( , )I i j  = original image, I ( , )bp i j  = bit-plane 

information, R = remainder and ( )floor i  = round the 

elements to i nearest integers less than or equal to i.  

For each gray scale image we are getting 8 bit planes. Thus if 

we separate out R, G and B color components and create 8 bit 

planes for each color component then we can create  total 

twenty four  bit planes for the color image.  

3. FEATURE VECTOR EXTRACTION 
Color image is represented by entropy which is developed by 

Shannon [9] prospered by John[8].The generation of  

information can be modeled as a probabilistic process that can 

be measured in a manner that agree with intuition. With this 

supposition, a random event E with probability P(E) said to be 

contain  

              
1

( ) log log ( )
( )

I E P E
P E

               (10) 

unit of information. If  P(E)=1 ,I(E) = 0 and no information is  

attributed to it. Because no uncertainty is associated with the 

event, no information would be transferred by communicating 

that the event has occurred.  Given a source of statically 

independent random event from a discrete set of possible 

events 
1, 2{ .......... }Ja a a with associated probabilities

1 2( ), ( ),........ ( )}Jp a p a p a , the average information per 

source output, called the information of the source, is  

                     

1

( ) log ( )
J

j j

j

H p a p a         (11) 

The ja  in this equation s a source symbols. Because they are 

statically independent, the source itself is call as zero-memory 

source. If   the image is considered to be the output of an 

imaginary zero-memory intensity source, the intensity 

source’s entropy becomes  

                


1

2

1

( ) log ( )
L

r k r k

k

H p r p r        (12) 

Discrete random variable kr in the interval [0,L-1] is to be 

used to represent intensities of  an M X N image and  each kr

occurs with the probability ( )r kp r .For the image entropy is 

given by 

0 0

( ) log( )
k k

m m m

m m

E H P P P             (13) 

where m is the intensity value of  image.  mP  is the 

probability of  those pixels whose gray values is m in the 

whole image. This entropy is the global feature of the image.  

3.1 Feature Vector from Full Bit Plane  
In this paper we use entropy as a feature vector of each bit 

plane. As explained in the section 2 (2.1)(2.2) Bit planes are 

formed using threshold  of interband average image  and color 

image. By using bit plane slicing as in section 2.3  8 bit planes 

are obtained from gray scale image   out of which  higher four 
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bit planes contains most of the visual information than the 

lower 4 bit planes[8].  So feature vector is extracted from the 

higher four bit planes. By using same bit plane slicing twelve 

bit planes (four out of eight for each color plane) are obtained. 

Calculate the feature vector for each bit plane from one bit 

plane to twelve bit plane increases feature vector size as 

shown in table I. 

Table 1. Feature vector  size  for each  full bit  plane 

Bit 

plane  

Interband 

Average 
Image 

Single Bit 

Plane  

Color 

Image 
Three 

Bit 

Plane 

 

Gray 

Scale 
Image 

Four Bit 

Plane 

Color 

Image 
Twelve 

Bit 

Plane 

Feature 

Vector 

Size 

1 3 4 12 

 

3.2 Feature Vector form Sub-block of Each 

Bit Plane 

Bit planes are divided into non-overlapping sub blocks .Then 

entropy based feature vector is to be extracted from each sub 

block. So that the feature vector size is variable. It goes on 

increasing as sub block goes on increasing. This paper 

consider N/2 X N/2,N/4 X N/4,N/8 X N/8, N/16 X N/16 non 

overlapping sub block. Table II shows the feature vector size 

each type of bit planes. 

Table 2. Feature vector size and sub block  method of bit 

plane images (bit plane size is 256 x 256) 

Bit plane 
and Sub 

Block 

Method    

Interband 
Average 

Image 

Single Bit 

Plane  

Color 
Image 

Three 

Bit 

Plane 

Gray 
Scale 

Image 

Four 

Bit 

Plane 

Color 
Image 

Twelve 

Bit 

Plane 

Feature Vector S ize 

N/2 X N/2 4 12 16 48 

N/4 X N/4 16 48 64 192 

N/8 X N/8 64 192 256 768 

N/16 X N/16 256 768 1024 3072 

 

4. EXPERIMENTAL RESULT 

4.1 Similarity Measure 
The different types of distances which are used by many 

typical CBIR systems are city block distance, chess board 

distance, intersection distance, the Earth mover’s distance 

(EMD) and Euclidian distance. Minkowski (Euclidean 

distance when r=2) distance is computed between each 

database image & query image on feature vector to find set of 

images falling in the class of query image.  

          

1/
1

0

( , )

r
M

r

Q I

M

Ed Q I H                  (14) 

   Where    Q-Query image 

              I- Database image.  

              HQ-Feature vector query image.  

              HI-Feature vector for database image.  

              M-Total no of component in feature vector. 

4.2 Performance of CBIR 

When a query image is submitted by a user, we need to 

compute the feature vector as before and match it to the 

precomputed feature vector in the database. This is shown in 

Fig. 3. The simulation engine consists of feature extraction 

process, batch. The feature extraction process is based upon 

the following .Which the batch feature extraction and storage 

process as described in the following steps.  

a. Images are acquired from a collection one after 

another. 

b. Feature extraction process is applied to them. 
c. The resultant vector is saved in a database 

against the image name under consideration.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Feature extraction and storage process for an 

image collection 

After that query image and database image matching is done 

using Euclidean distance. Performance of image retrieval 

system can be analyzed by using two parameters precision 

and recall.  As shown in Fig.4. Testing the effectiveness of the 

image search engine is about testing how well can the search 

engine retrieve similar images to the query image and how 

well the system prevents the return results that are not relevant 

to the source at all in the user point of view. 

A sample query image must be selected from one of the image 

category in the database. When the search engine is run and 

the result images are returned, the user needs to count how 

many images are returned and how many of the returned 

images are similar to the query image. The first measure is  

called Recall. It is a measure of the ability of a system to 

present all only relevant images. The equation for calculating 

recall is given below. 

 

Number_of_relevant_images_retrieved(A)
Recall=

Total_number_of_relevant _ images_in_database(A+D)     (15)

 

The second measure is called Precision. It is a measure of the 

ability of a system to present relevant not relevant images. 

The equation for calculating precision is given below. 
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Number_of_relevant_images_retrieved(A)
Precision=

Total_number_of_images_retrived(A+B)         (16) 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Evaluation of CBIR 

4.3 Implementation 
The implementation of CBIR technique is done in MATLAB 

7.0 using a computer with Intel Core 2 Duo Processor T8100 

(2.1GHz) and 2 GB RAM. The CBIR technique are tested on 

the image database of 800 variable size images includes 8 

categories of animals, buses, flowers ,bikes, beaches, 

Historical, Mountains etc. 

Sample images from each category shown in Fig.5 for 40 

query images (five from each category from database) the 

precision and recall is calculated for proposed methods and 

average recall precision is plotted against category. 

The average precision is calculating by using following 

equation 17,18. The average precision for images belonging to 

the qth category  has been computed by: 

( ) / ( ) , 1,2,....5q K q
k Aq

P P I A q
                    (17) 

Finally, the average precision is given by: 

                   

5

1

/ 5q

q

P P                                         (18) 

The average recall is also calculated in the same manner.  

4.4 Result and Discussion 
The overall average precision and overall average recall of 

this CBIR techniques act as a important parameter to find out 
their performance. The overall average precision and overall 

average recall plot of entropy of single bit plane (as per the 

section III A) interband average image is shown in Fig.6. as  

number of retrieved images are goes on increasing overall 

precision goes on decreasing. The crossover point[11,12] at 
which precision and recall value is same is 0.22325.As we 

take entropy of sub block of interband average image bit plane 

then cross over point goes on decreasing. As shown in 

Fig.7.Performance of entropy of 64 x 64 sub block is lower 

(0.1625 cross over point) and performance (0.22325 cross 

over point) of full bit plane of interband average image is  

greater. 
 
 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

Fig. 5.Sample images from database. 

Fig.8 shows overall average precision and overall average 

recall plot of all proposed methods of one bit plane (as per 
section 2.1) of inter band average image.  

Fig.9 shows the overall average precision and overall average 

recall plot of three bit planes (as per the section 2.2) of color 

image, sub block of three bit planes. In this cross over point 

goes on increasing with sub block of three bit planes. Here 
entropy of 16 X 16 sub block of three bit planes cross over 

point s 0.4395. 

Fig.10 shows overall average precision and overall average 

recall plot of all proposed methods of three bit planes (as per 

section 2.2) of color image. In which cross over point is 
0,3631. 

Fig.11 shows overall average precision and overall average 

recall plot of four bit planes (as per section 2.3) of grayscale 

image. As we consider sub blocks of four bit planes then it 

improves overall precision and overall recall values as shown 
in Fig.12.Fig.13 and Fig.14 show the overall precision and 

overall recall plot of twelve bit planes(as per section 2.3 color 

image).  
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Fig.15. shows comparison in the performance  plot of   one bit 

plane of interband average image, three bit plane of color 

image, higher four bit plane of  grayscale image ,higher four 
bit plane of each color plane of color image so total twelve bit 

plane entropy feature vector   .  

 

 

Fig. 6.Overall Average Precision and Overall Average 

Recall of  Entropy of one  bit planes of  interband average 

image. 

 

Fig. 7.Overall Average Precision and Overall  Average 

Recall of Entropy of one  bit planes,128x128 blocks of bit 

plane, 64x64  block of bit plane,32x32 block of bit plane and 

16 x16 block of bit plane of  interband average image. 

 

Fig. 8.Overall Average Precision and Overall Average 

Recall performance for Overall Average Precision  and 

Average Recall of all methods of Entropy of one bit plane of 

interband average image. 

 

Fig. 9.Overall Average Precision and Overall  Average 

Recall of  Entropy of three  bit planes,128x128 blocks of bit 

planes,64x64 blocks of bit plane,32x32 blocks of bit planes 

and 16 x16 block s of bit planes of  color image  . 

 

Fig. 10.Overall Average Precision and Overall Average 

Recall performance for Overall Average Precision  and 

Overall Average Recall of all methods of Entropy of three 

bit plane of color image. 
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Fig. 11. Overall Average Precision and Overall  Average 

Recall of  Entropy of four bit planes,128x128 blocks of bit 

planes,64x64 blocks of bit plane,32x32 blocks of bit planes 
and 16 x16 blocks of bit planes of  grayscale image  . 

 

Fig. 12.Overall Average Precision and Overall Average 
Recall performance for Overall Average Precision and 

Overall Average Recall of all methods of Entropy of four 

bit plane of grayscale image. 

 

Fig. 13. Overall Average Precision and Overall  Average 

Recall of  Entropy of twelve bit planes,128x128 blocks of bit 
planes,64x64 blocks of bit plane,32x32 blocks of bit planes 

and 16 x16 blocks of bit planes of  color image  . 

 

Fig. 14. Overall Average Precision and Overall Average 

Recall performance for Overall Average Precision and 

Overall Average Recall of all methods of Entropy of twelve 
bit plane of color image. 

 

 

 

 

 

 

 

 

 

 

Fig. 15. Overall Average Precision and Overall Average 

Recall performance for Overall Average Precision and 

Overall Average Recall of all methods. 

 

5. CONCLUSION 

The new methods for retrieving the images from the database 

using the entropy of sub blocks of one, three, four and twelve 

bit plane as a feature vector.  Using threshold bit plane one for 

interband average image and three for color image on other 

side using bit plane slicing upper  four bit  plane for gray scale 

image and  twelve bit plane (upper four for each color plane) 

for color image entropy feature vector is calculated  and 

compared with each other. To improve the precision and 

recall  performance of each method entropy sub block of each 

type of bit plane calculate which performance is better than 

full bit plane .In this proposed techniques performance of  

twelve bit plane entropy  feature vector  of color image is  

better than other method. Because  cross over points are 

0.1979,0.3872,0.4611 and 0.54172  for one bit plane of  

interband average image, three bit plane for color image , 

upper four bit planes  of bit plane slicing for gray scale image 

and twelve bit planes  of  bit plane slicing of color image 

respectively.  
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