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ABSTRACT  
MANETs is a collection of multi-hop wireless mobile nodes that 

communicate with each other without centralized control or 

established infrastructure. It is the network with dynamically 

and frequently changing topologies as each node (hop) in it is 

moving. Due to a number of constraints in self-organizing and 

self-operating networks, routing of it is a challenging problem. 

To find the optimum routes with minimum control overhead and 

network resources, there are a lot of routing-protocols namely 

DSDV, DSR, AODV, TORA, etc. This paper gives a review of 

existing routing protocols by giving their characteristics, 

functionality, benefits, limitations and the comparison between 

them. 
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1.  INTRODUCTION 
 Wireless networks are of two types:- 

1.   Infrastructure or cellular 

2. Infrastructure-less or Ad Hoc Wireless Networks. [1] 

In Infrastructure wireless networks, the base-stations are stable 

while communicating nodes are moving. In Infrastructure-less 

Wireless networks, there is no stable base-station [1] [3] [4]. 

Mobile nodes move while communicate. Nodes also act as 

router that provides dynamic topology, thus they form their own 

network “on the fly”.            In MANETs, each node acts both as 

a router and a host and the topology of network also varies 

rapidly [1] [3] [4] [6] [29]. Some challenges involve in Ad Hoc 

Networks are:- 

   1. Power and Bandwidth constraints. 

   2. Dynamic topologies. 

   3. Variable capacity links. 

   4. Energy constrained. 

   5. Limited physical security. 

   6. Scalability. [1] 

   7. Unicast or Multicast Routing. 

   8. Speed. 

   9. Frequency of updates or network overheads.  

 

2.  NEED OF ROUTING PROTOCOLS 
To find an efficient route for an un-interrupted 

communication, many protocols are suggested keeping 

applications and type of network in view. 

 

 

3. BASIC CATEGORIES OF ROUTING     

    PROTOCOLS  
 1. on Demand or Reactive Routing Protocols. 

  2. Table Driven or Proactive Routing protocols. 

 

3.1 Proactive Protocols 
It maintains information of network independently of need for 

communication. Update messages are periodically or whenever 

the topology of network changes [3],[4],[5],[6]. These are 

derived from legacy Internet Distance Vector and Link state 

protocols. Thus throughput, bandwidth and power usage might 

get wasted. In this, each node maintains one or more tables 

containing routing information to every other node in the 

network. Examples are:- DSDV, DBF, GSR, WRP, ZRP[1].The 

advantage of these protocols is that a route to any destination is 

always available without overhead of route-discovery [1]. The 

advantage of these protocols is that it cannot work properly 

when mobility rate in network is high [1]. 

 

3.2 Reactive Routing Protocols 
It discovers routes only when transmission is to be done. It is 

characterized by path discovery mechanism that is initiated 

when a source needs to communicate with destination that it 

does not know how to reach. It saves energy and bandwidths in 

inactivity. It is suitable for light loads. Examples are:-DSR, 

AODV, TORA [1] [3] [4] [5] [6] [8]. 

 

4. DSDV (DESTINATION SEQUENCED 

DISTANCE VECTOR) PROTOCOL 
It is well known table driven protocol, based on Bellman-Ford 

routing mechanism. The major points in it are:-Freedom from 

loops in routing table. Some other characteristics are more 

dynamic and less convergence time [27]. Each node maintains a 

routing table which contains a list of all possible destination 

nodes within the network along with the no. of hops required to 

reach to particular node [27].Each entry of the table marked with 

a sequence number assigned by the destination node which 

identifies stale routes, thus avoids formation of loops [1] [6] 

[7].Every node keep a route table <Destination-address, Metric, 

Sequence-no.> for every possible destination. It is non-scalable.  
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Fig1. Transmission in routing protocol 

                                                                                                       
Destination Metric Sequence 

Number 

MH1 2 S406_MH1 

MH2 1 S128_MH2 

MH3 2 S564_MH3 

MH4 0 S710_MH4 

MH5 2 S392_MH5 

MH6 1 S076_MH6 

MH7 2 S128_MH7 

MH8 3 S050_MH8 

 
Table1. Entry of node MH1 before movement 

 
Destination Metric Sequence 

Number 

MH4 0 S820_MH4 

MH1 3 S516_MH1 

MH2 1 S238_MH2 

MH3 2 S674_MH3 

MH5 2 S502_MH5 

MH6 1 S186_MH6 

MH7 2 S238_MH7 

MH8 3 S160_MH8 

Table2. Entry of node MH1 after Movement 

 

5.  DSR (DYNAMIC SOURCE ROUTING) 

PROTOCOL 
It is based on the theory of source-based routing. It is source-

initiated rather than hop-by-hop. This protocol is divided into 

two essential parts:- 

 

      1. Route Discovery. 

      2. Route Maintenance [1]. 

In this, every node possess route cache to store recently 

discovered path. When a node desires to start transmission of 

packets, it first checks its entry in the cache. If it is present there, 

then it uses that path to transmit and also its source address is 

attached to packet. If it is not there or entry is expired, then the 

source broadcasts route request packet to all its neighbors asking 

for a path to destination [1] [3] [6]. 

Suppose in e.g. Node S wants to send a packet to node D, but 

does not know route to D. So, node S initiates a route discovery. 

It floods RREQ to its neighbors. Each node appends its own 

identifier (address) when forwarding RREQ. As the route 

request packet arrives to any of the node, they checks from their 

neighbors or their caches about asked destination. If route 

information is known, they sent back RREP packet to source 

otherwise they broadcasts RREQ packet to its neighbors. On 

discovery of route, the data packets are sent from source to 

destination. Also an entry in the cache is made for future use. 

Destination d on receiving the first RREP sends route reply. 

RREP is sent on the route obtained by reversing the RREQ. 
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Figure 2(a) [30] 
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Figure 2(b) [30] 

Route Discovery in DSR
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Figure 2(c) [30] 

 

5.1 Advantages 
1. A route is maintained only between the nodes who 

want to communicate. 

2. Route caching can further reduce route discovery 

overhead. 

3. A single route discovery may yield many routes to 

destination, due to intermediate nodes replying from 

local caches. 

4. No need to separate routing table as entire route is 

present in packet header [1]. 
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5.2  Disadvantages 
1. Not scalable to larger networks [1]. 

2. 2. Requires more processing resources than   other 

protocols [1]. 

3. Every node requires to spend a lot of time to process 

control data it receives, even if it is not intended 

recipient [1]. 

4. Packet header size grows with length due to source 

routing. 

5. Flood of RREQ packets may reach to every node in 

the network. 

6. Potential collision between RREQ packets sent by 

different nodes. 

7. Stale caches lead to increased overheads [1]. 

 
6.    AODV (AD HOC ON DEMAND DISTANCE  

       VECTOR) ROUTING PROTOCOL 

 
It is variation of DSDV. It is combination of DSR and DSDV. It 

does not maintain routes from every node to every other node in 

the network. It minimizes system wide broadcasts to its extreme. 

Routes in this protocol are discovered when needed and are 

maintained until they are required. It is forwarded in similar 

manner as DSR. Large packet headers of small data sometimes 

degrade performance [1],[3] .AODV attempts to improve on 

DSR by maintaining routing tables at the communicating nodes. 

Instead of source routing, it dynamically creates entries in 

routing tables of intermediate nodes [1],[3],[6]. Whenever a 

packet is generated for a node for which it has no entry in its 

table. So, it broadcasts RREQ message to its neighbors 

[3],[6].they checks their own table. If there is no entry in their 

routing table, they also broadcasts the packet and also records in 

its table the address of the node from which it received RREQ. 

This entry is used in future for establishing the reverse path. 

These entries are placed in table for a period of time in which 

RREQ packet propagate through the whole network or produce 

a route reply packet. RREQ is forwarded until it reaches some 

node which has a fresh entry for the destination in the routing 

table or it is reaches to its destination. The final node then sends 

a route reply packet. The entries in the routing tables of intermediate 

nodes form the reverse path. Each node that receives the RREP sets a 

forward pointer to the node from which that packet was received 

[1]. Thus, the forward path is created from the source to 

destination on which data packets travel later on. It assumes 

symmetric (bi- directional) links. 

Reverse Path Setup in AODV
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Fig 3(a) [30] 

 

Route Requests in AODV
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Fig 3(b) [30] 

 

Forward Path Setup in AODV 
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Fig 3(c) [30] 

 

RREQ includes the last known sequence-no for the destination. 

An intermediate node may also send a route reply [RREP] 

provided that it knows a more recent path than the one 

previously known to sender [1]. Intermediate nodes that forward 

the RREP also record the next hop to destination. A routing 

table entry maintaining a reverse path is purged after a timeout 

interval. A routing table entry maintaining a forward path is 

purged if not used for the active-route -time out interval. 6.1 

Link failure of A neighbor of node X is considered active for a 

routing table entry if a neighbor sent a packet with a active route 

time out interval which was forwarded using that entry. 

Neighboring nodes periodically exchange hello message. When 

the next hop link in a routing table entry breaks, all active 

neighbors are informed. Link failures are propagated by means 

of route error (RRER) messages, which also update destination 

sequence numbers. 

 

6.1   Route Error 
When a node X is unable to forward packet P on link (X,Y) , it 

generates RRER. Node X increments the destination sequence 

no. for D cached at node X. The incremented sequence no. is 

included in RRER. When a source receives RRER, it initiates a 

new route discovery for D using destination sequence no at least 

as large as N. In AODV, routes need not to be included in 

packet header. Node maintains routing tables containing entries 

only for active routes. Sequence numbers are used to avoid old 

and broken links. They also ensure not to form loops. Unused 

routes are expired even if topology does not change.  
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6.2  Advantages 
1. It favors the least congested route rather than the 

shortest route. 

2. It also supports both Unicast and multicast packet 

transmission. 

3. It also responds very quickly in topological changes 

that affects the active routes. 

4. It does not give extra overhead on data packet [1], [6]. 

 

6.3  Disadvantages 
1. It expects that the nodes in the broadcasts medium can 

detect each other’s’ broadcasts. 

2. It may be possible that the determination of reasonable 

expiry time is difficult. 

3. As the network size grows, various performance 

metrics start decreasing. 

4. It is vulnerable to a no. of attacks as it assumes each 

node in its network is cooperatively finding the 

routes.[1],[6] 

 

7. TORA (TEMPORALLY ORDERED 

ROUTING ALGORITHM) 
                The theory behind this is that it decouples the generation of 

potentially far-reaching control message propagation from the 

rate of topology changes.  

 

The basic steps of this protocol are:- 

            1. Creating Routes. 

            2. Maintaining Routes. 

            3. Erasing Routes. 

 

            All the links in a network is represented as the nodes of 

undirected graph. Each node maintains a “Metric”. This 

metric assigns the direction to links with each neighbor. 

Routes can be created in Reactive or Proactive mode. The 

route maintenance is performed only for routers that have a 

non-null height. Reaction to link failure is initiated only when 

the node loses its last downstream link. In this protocol, the 

no. of nodes participating in failure action is minimum. [23] 

 

8. COMPARISON BETWEEN DIFFERENT 

ROUTING PROTOCOLS 
For the purpose of comparison simulations are performed on 

main three routing protocols:-DSDR, DSR, AODV [23]. The 

simulations are done using ns2.The metrics used for comparison 

are:- 

 

8.1 Normalized Routing overhead 
It is defined as the number of routing packets transmitted per 

delivery of a data packet. In it, each hop transmission of routing 

packet is also counted as one transmission. This gives 

Scalability of network that is protocol is not scalable if routing 

overhead increases with the      increase in mobility [23]. 

 

 
Fig. 4 Normalized Routing load of protocols of 30 sources 

[23] 

 

 
Fig 4.1(a) Normalized Routing Load of DSR with various no 

of sources [23] 

 

 
Fig 4.1(b) Normalized Routing Load of AODV with various 

no. of sources [23] 
 

8.2  Packet Delivery Fraction 
It is defined as the ratio of data packets received to the packets 

sent. It tells throughput of the network [23]. 

 

 
Fig 4.2(a) Packet Delivery Fraction of protocols for 10 

sources [23] 
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Fig 4.2(b) Packet Delivery fraction of DSDV with various no. 

of sources [23] 

 

 
Fig. 4.2(c) Packet Delivery fraction of AODV with various 

no. of sources [23] 

 

8.3 Average end-to-end delay 
It is defined as the difference the sending time and the receiving 

time of the packet [23]. 

 

 
Fig 4.3(a).  Average end-to-end delay of protocols with 10 

sources. [23] 
 

 
 
Fig. 4.3(b) Average end-to-end delay of DSR, DSDV, AODV 

[23] 

 

 

9. RESULTS 
1. AODV performs better than DSDV (for 10 nodes) that is 

normalized routing overhead for AODV is less than DSDV. But 

as the number of sources increases, it reverses [23].This is 

because AODV is reactive protocol so as the no. of sources 

increases; the no. of routing packets also increases. 

2. DSR performance is the best as it has the least overheads 

involved in all the cases [23]. 
 

10.  CONCLUSION 
DSR outperforms all other protocols in all scenarios. DSR 

generates suffers from less routing load than AODV.AODV 

suffers from end to end delays. DSDV packet delivery fraction 

is very low for high mobility. DSR lacks if we increase the 

mobility as then routes will change frequently and cache will 

have stale routes mostly. If the traffic towards a node increases 

to an extent such that it gets overloaded then the network 

reaches to a state of broken link. Also the node can detach from 

the network due to its low energy. The problem of lowering of 

threshold energy of mode can be removed by supplying the 

energy packets to the node or maintaining the record of the 

remaining energy of the relaying nodes. 
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