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#### Abstract

In this paper, A study has been made for Cluster Analysis using Minimal Ratio Spanning tree of a Fuzzy Graph. Different clusters are generated by deleting the edge(s) in consideration to specific property. Comparison has been studied with regard to Narrow Slicing procedure in the Fuzzy Graph.
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## 1. INTRODUCTION

Clustering is a process of grouping a set $X$ of objects into classes or clusters based on similarity. Graph-theoretic clustering methods are normally based on some kind of connectivity of the nodes of a graph representing the data set. The fuzzy graph approach is more powerful in cluster analysis than the usual graph theoretic approach. One of the best known graph-based divisive clustering procedure is based on the construction of the minimal spanning tree(MST) of the objects [2,5]. By the elimination of any edge from the MST we get sub trees which correspond to clusters. The concept of fuzzy graph with two weights were studied before [9], optimal ratio spanning tree in a fuzzy graph has been discussed[9]. Two types of weights, min-max weight of the cutset and min-max ratio weight of the cutsets [12] were introduced. Some works on clustering have been done by the authors applying min-max edge connectivity and min-max ratio edge connectivity with the application of Narrow Slicing Procedure. In this study Min-max ratio concept was also adopted before for determining the optimal ratio spanning tree in a fuzzy graph. An algebraic approach as well as a geometric approach has been used for the construction of minimal ratio spanning tree (MRST) using the min-max ratio concept and subclusters are obtained by the recursive division of clusters. Deletion of the edges from the spanning tree is based on the min-max-weights of the edges.

## 2. PRELIMINARIES

## Fuzzy graph:

$G=(V, \sigma, \mu)$ is called a fuzzy graph if V is the non-empty set of vertices or nodes.
$\sigma: V \rightarrow[0,1]$, a fuzzy node set of $\mathrm{G}, \quad \mu: V \times V \rightarrow[0,1]$, a fuzzy edge set of G such that for all $x, y \in V, \mu(x, y) \leq \sigma(x) \wedge \sigma(y)$

## Fuzzy sub graph:

$H=(P, \tau, v)$ is called a fuzzy subgraph of $G=(V, \sigma, \mu)$ if $P \subseteq V, \tau(x)=\sigma(x)$ and $v(x, y) \leq \mu(x, y)$ for all $x, y \in P$.
$\alpha$-cut fuzzy graph:
Let $\quad \sigma^{\alpha}=\{x \in V \mid \sigma(x) \geq \alpha\} \quad$ and
$\mu^{\alpha}=\{(x, y) \in V \times V \mid \mu(x, y) \geq \alpha\} \quad$ for all $\alpha \in[0,1]$. The sets $\mu^{\alpha}$ are called $\alpha$-cuts of $\mu$. Define a fuzzy graph
$G^{\alpha}=\left(V, \sigma^{\alpha}, \mu^{\alpha}\right)$ as $\alpha$-cut fuzzy graph if $\sigma(x) \geq \alpha$ and $\mu(x, y) \geq \alpha$ for all $x, y \in V$.
$\alpha$-cut Fuzzy subgraph:
A fuzzy subgraph $H^{\alpha}=\left(P, \tau^{\alpha}, v^{\alpha}\right)$ of a fuzzy graph $G=(V, \sigma, \mu)$ is called a $\alpha$-cut Fuzzy subgraph of G if $P \subseteq V, \tau(x)=\sigma(x)$ and $v(x, y) \leq \mu(x, y)$ i.e $\quad \tau(x)=\sigma(x) \geq \alpha$ and $\quad \alpha \leq v(x, y) \leq \mu(x, y)$ for all $x, y \in P$
In order to stay in line with terminology of traditional graph theory we shall use the following definition of a fuzzy graph. For further use let us define the fuzzy graph as $G\left(x_{i} x_{j}\right)=\left\{\left[\left(x_{i} x_{j}\right), \mu_{G}\left(x_{i} x_{j}\right)\right] \mid\left(x_{i}, x_{j}\right) \in V \times V\right\}$ and fuzzy subgraph of $G\left(x_{i}, x_{j}\right)$ as $H\left(x_{i}, x_{j}\right)$ if the node set of $H$ is a subset of node set of $G$ and $\mu_{H}\left(x_{i}, x_{j}\right) \leq \mu_{G}\left(x_{i}, x_{j}\right)$ for all $\left(x_{i},{ }_{j}\right) \in V \times V$.

## Example 1 (Fuzzy graph)

Let $V=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$, then a fuzzy graph is described as $G\left(x_{i}, x_{j}\right)=$
$\left.\left\{\left[\left(x_{1}, x_{2}\right), .7\right],\left[\left(x_{1}, x_{3}\right) . .6\right]\left[\left(x_{2}, x_{1}\right) . .5\right],\left[\left(x_{4}, x_{1}\right), .9\right]\right]\left[\left(x_{4}, x_{3}\right) . .2\right],\left[\left(x_{4}, x_{4}\right), 1\right]\right\}$
Spanning subgraph of a graph :
A subgraph $H\left(x_{i}, x_{j}\right)$ spans the graph $G\left(x_{i}, x_{j}\right)$ if node sets of $H\left(x_{i}, x_{j}\right)$ and $G\left(x_{i}, x_{j}\right)$ are equal, i.e they differ only in their weights.
Example 2
Let $G\left(x_{i}, x_{j}\right)$ be defined as in example 1.Then
$H\left(x_{i}, x_{j}\right)=\left\{\left[\left(x_{1}, x_{2}\right), .6\right],\left[\left(x_{1}, x_{3}\right), .6\right],\left[\left(x_{4}, x_{1}\right), .5\right],\left[\left(x_{4}, x_{3}\right), .1\right],\right\}$ is a spanning subgraph of $G\left(x_{i}, x_{j}\right)$.

## Definition:

A path in a fuzzy graph $G\left(x_{i}, x_{j}\right)$ is a sequence of distinct nodes $x_{0}, x_{1}, \ldots \ldots x_{n}$ such that for all $\left(x_{i,} x_{i+1}\right), \mu\left(x_{i}, x_{i+1}\right)>0$. The strength of the path is $\min \left\{\mu\left(x_{i}, x_{i+1}\right)\right\}, i=0,1, \ldots . ., n-1$. The length of a path $n(>0)$ is the number of nodes contained in the path. Each pair of nodes $\left(x_{i,} x_{i+1}\right)$ for which $\mu\left(x_{i}, x_{i+1}\right)>0$ is called an edge (arc) of the graph. A path is called a cycle if $x_{0}=x_{n}$ and $n \geq 3$.

## Connected nodes:

Two nodes that are joined by a path are called connected nodes. A fuzzy graph is connected if $\mu(x, y)>0$ for all $x, y$. Connectedness is a transitive relation.

## Tree in a fuzzy graph:

A fuzzy graph is a forest if it has no cycles. If a forest is connected, then it is called a tree. (Thus tree in a fuzzy graph is a connected acyclic graph).

## Spanning tree in a fuzzy graph:

A tree $T\left(x_{i}, x_{j}\right)$ is said to be a spanning tree of a connected fuzzy graph $G\left(x_{i}, x_{j}\right)$ if $T\left(x_{i}, x_{j}\right)$ contains all nodes of $G\left(x_{i}, x_{j}\right)$. Spanning trees of fuzzy graph described in
Example-1 are

(Fig-1)

(Fig-2)

(Fig-3)

(Fig-4)
It is seen that for the same type of spanning tree (i.e for the same set of vertices and edges) there are infinite number of spanning trees..The spanning trees shown in Fig-1 and Fig-2 are of type-1 and the spanning trees shown in Fig-3 and Fig4 are of type-2.

## Definition:

For a fuzzy graph with $n$-edges denoted by $e_{1}, e_{2}, e_{3} \ldots . . e_{n}$ the spanning tree of type $i$ (or spanning tree of category i) can be denoted by

$$
T^{i}=\left(e_{i_{1}}, e_{i_{2}}, e_{i_{3}} \cdots \ldots e_{m}\right) \text {,where the set }
$$

$$
\left\{e_{i_{1}}, e_{i_{2}}, e_{i_{3}} \ldots \ldots e_{i_{m}}\right\} \quad \text { with weights } \quad\left\{w_{i_{1}}, w_{i_{2}}, w_{i_{3}} \ldots \ldots w_{i_{m}}\right\}
$$ respectively is subset of the set $\left\{e_{1}, e_{2} \ldots \ldots e_{n}\right\}$.

$$
\begin{equation*}
w_{i j} \leq \text { weights } \tag{of}
\end{equation*}
$$

$e_{i_{j}} \quad, i=1,2 \ldots \ldots . . . k, j=1,2, \ldots, m, m \leq n$.
So, for a fuzzy graph with finite number of vertices and edges there are different categories of spanning trees and for each category of spanning tree there are infinite numbers of spanning trees with different weights.

## 3. EDGE CONNECTIVITY \& NARROW SLICING

Edge connectivity parameter, introduced by Yeh \& Bang [ 8] was used in fuzzy graph clustering. Studies have been made for fuzzy graph with each edge associated with two weights [9].

For a fuzzy graph $G=(V, \sigma, \mu)$ and for $x, y \in V, \mu(x, y)=\left(\mu_{1}(x, y), \mu_{2}(x, y)\right) \quad$ such that $\mu_{1}(x, y) \leq \sigma(x) \wedge \sigma(y), \mu_{2}(x, y) \leq \sigma(x) \wedge \sigma(y)$.
$\mu_{1}(x, y)$ is the $1^{\text {st }}$ weight of the edge $(x, y)$,
$\mu_{2}(x, y)$, is the $2^{\text {nd }}$ weight of the edge $(x, y)$

Min -max edge connectivity and Min-max ratio edge connectivity were introduced and narrow slicing procedure [ 4 ] is used for determining $\tau$-edge components.

## Definition:

Let $G:(V, \sigma, \mu)$ be a fuzzy graph. Each edge $e$ of ${ }_{G}$ is associated with two weights $\mu_{1}(e)$ and $\mu_{2}(e) \cdot\left\{V_{1}, V_{2}\right\}$ be a partition of its vertex set $V$. The set of edges joining vertices of $V_{1}$ to $V_{2}$ is called a cut set of ${ }_{G}$ denoted by $\left(V_{1}, V_{2}\right)$ relative to the partition $\left\{V_{1}, V_{2}\right\}$. The weight of the cut set $\left(V_{1}, V_{2}\right)$ is defined to be $\sum_{u \in V_{1}, v \in V_{2}} \mu(u, v)$.

## Definition : (Edge Connectivity)

Let ${ }_{G}$ be a fuzzy graph. The edge connectivity of ${ }_{G}$, denoted by $\quad \lambda(G)$ is defined to be the minimum weight of the cut sets of ${ }_{G} .{ }_{G}$ is called $\tau$-edge connected if ${ }_{G}$ is connected and $\lambda(G) \geq \tau$. A $\tau$-edge component of $G$ is a maximal $\tau$-edge connected subgraph of ${ }_{G}$.

## Definition: Min-Max Ratio Weight (MMR-Weight)

The min-max ratio weight (mmr-weight) of the cutset $\left(V_{1}, V_{2}\right)$ is defined to be

$$
\begin{aligned}
\mu^{R}(u, v)= & \frac{\sum_{u \in V_{1}, v \in V_{2}}\left[\wedge\left(\mu_{1}(u, v), \mu_{2}(u, v)\right)\right]}{\sum_{u \in V_{1}, v \in V_{2}}\left[\vee\left(\mu_{1}(u, v), \mu_{2}(u, v)\right)\right]} \\
& =\frac{\sum_{e}\left[\wedge\left(\mu_{1}(e), \mu_{2}(e)\right)\right]}{\sum_{e}\left[\vee\left(\mu_{1}(e), \mu_{2}(e)\right)\right]}=\frac{\sum_{e}\left(\mu_{1} \cap \mu_{2}\right)(e)}{\sum_{e}\left(\mu_{1} \cup \mu_{2}\right)(e)}
\end{aligned}
$$

$e$ is the edge joining the vertices $u$ and $v, \mu_{1}(e)$ is the 1 st weight of the edge $e, \mu_{2}(e)$ is the 2 nd weight of the edge $e . \quad ' \wedge$ ' stands for infimum, ' $\vee$ ' stands for supremum

## Definition : (MMR-Edge Connectivity)

For a fuzzy graph $G$, the MMR-edge connectivity (min-max ratio edge connectivity) of ${ }_{G}$ denoted by $\lambda^{R}(G)$ is defined to be the minimum weight of mmr-weight of the cut sets of $G . G$ is called $\tau$-edge connected if $G$ is connected and $\lambda^{R}(G) \geq \tau$.A $\tau$ - edge component of $G$ is maximal $\tau$-edge connected subgraph of $G$.

## Definition : (MMR-Cohesiveness)

Let $e$ be an element of a fuzzy graph $G$. The mmr-cohesiveness of $e$, denoted by $h(e)$ is the maximum value of mmr-edge connectivity of the subgraphs of $G$ containing $e$. Without loss of generality we can use the symbol $\lambda(G)$ instead of $\lambda^{R}(G)$.

## Example 3

Consider the simple, connected undirected $\alpha$-cut fuzzy graph in Fig. 5 with vertex set $V\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right\}$ and with $\alpha=.1$. We have each $e_{j}$ corresponds to a pair $\left(\mu_{1} e_{j}, \mu_{2} e_{j}\right), j=1,2, \ldots \ldots \ldots . . . . . . .7$ i.e, $e_{1}(.3, .8), e_{2}(.4, .2)$, $e_{3}(.7, .6), e_{4}(.9, .7), e_{5}(.5, .1), e_{6}(.2,1)$ and $e_{7}(.6, .5)$.

( Fig-5)

$$
\mu_{T}\left(x_{i}, x_{j}\right)=\mu_{G}\left(x_{i}, x_{j}\right) \text { for all }\left(x_{i}, x_{j}\right) \in V \times V . M_{\mu} \text { is }
$$ the corresponding fuzzy matrix of $G$ where $\left(M_{\mu}\right)_{i j}=\left(\mu_{1}\left(v_{i}, v_{j}\right), \mu_{2}\left(v_{i}, v_{j}\right)\right), v_{i}, v_{j}$ are the vertices of the graph.

|  | $\mathrm{x}_{1}$ | $(0,0)$ | $(0.4,0.2)$ | $(0.3,0.8)$ | $(0,0)$ | $(0,0)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $(0,0)$ |  | $\mathrm{x}_{2}$ | $(0.4,0.2)$ | $(0,0)$ | $(0.7,0.6)$ | $(0,0)$ |
| $(0,0)$ |  |  |  |  |  | $(0,0)$ |
| $M_{\mu}=\mathrm{x}_{3}$ | $(0.3,0.8)$ | $(0.7,0.6)$ | $(0,0)$ | $(0.2,1.0)$ | $(0.9,0.7)$ |  |
| $(0,0)$ |  |  |  |  |  |  |
| $(0.6,0.5)$ | $\mathrm{x}_{4}$ | $(0,0)$ | $(0,0)$ | $(0.2,1.0)$ | $(0,0)$ | $(0.5,0.1)$ |
|  | $\mathrm{x}_{5}$ | $(0,0)$ | $(0,0)$ | $(0.9,0.7)$ | $(0.5,0.1)$ | $(0,0)$ |
| $(0,0)$ | $\mathrm{x}_{6}$ | $(0,0)$ | $(0,0)$ | $(0,0)$ | $(0.6,0.5)$ | $(0,0)$ |

## Slicing Procedure :-

Applying the Narrow Slicing Procedure [12], minmax ratio edge connectivity for subgraphs of $G$ and cohesiveness of edges are obtained.

The cohesive matrix $H$ of the graph $G$ is

|  | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ | $\mathrm{x}_{4}$ | $\mathrm{x}_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{x}_{6}$ |  |  |  |  |  |
| $\mathrm{x}_{1}$ | 0000 | 0.417 | 0.417 | 0.000 | 0.000 |
| 0.000 |  |  |  |  |  |
| $\mathrm{X}_{2}$ | 0.417 | 0.000 | 0.857 | 0.000 | 0.000 |
| 0.000 |  |  |  |  |  |
| $\mathrm{H}=\mathrm{x}_{3}$ | 0.417 | 0.857 | 0.000 | 0.381 | 0.778 |
| 0.000 |  |  |  |  |  |
| $\mathrm{X}_{4}$ | 0.000 | 0.000 | 0.381 | 0.000 | 0.381 |
| 0.381 |  |  |  |  |  |


| ${ }^{{ }^{\mathrm{x}_{5}}}$ | 0.000 | 0.000 | 0.778 | 0.381 | 0.000 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $0.000{ }^{\mathrm{x}_{6}}$ | 0000 | 0.000 | 0.000 | 0.381 | 0.000 |
| 0.000 |  |  |  |  |  |

and the narrow slicing of G is $\left(\left\{\mathrm{x}_{4}\right\},\left\{\mathrm{x}_{6}\right\},\left\{\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}, \mathrm{x}_{5}\right\}\right)$, $\left(\left\{x_{1}\right\},\left\{x_{2}, x_{3}, x_{5}\right\}\right),\left(\left\{x_{5}\right\},\left\{x_{2}, x_{3}\right\}\right),\left(\left\{x_{2}\right\},\left\{x_{3}\right\}\right)$. From this cohesive matrix $H$ of $\mathrm{M}_{\mu}, \tau$-threshold graph of H can be obtained. Each component of the graph is a maximal $\tau$ edge connected graph.

The $\tau$-edge components of the graph G (example3,Fig-5 ) for various values of $\tau$ can be summarized as follows.

## Table-A

$\tau \quad \tau$-edge components
$(0.857, \infty)$
$\left\langle\left\{x_{6}\right\}\right\rangle,\left\langle\left\{x_{4}\right\}\right\rangle,\left\langle\left\{x_{1}\right\}\right\rangle,\left\langle\left\{x_{5}\right\}\right\rangle,\left\langle\left\{x_{2}\right\}\right\rangle,\left\langle\left\{x_{3}\right\}\right\rangle$
$(0.778,0.857]$
$\left\langle\left\{x_{6}\right\}\right\rangle,\left\langle\left\{x_{4}\right\}\right\rangle,\left\langle\left\{x_{1}\right\}\right\rangle,\left\langle\left\{x_{5}\right\}\right\rangle,\left\langle\left\{x_{2}, x_{3}\right\}\right\rangle$
(0.417,0.778] $\left\langle\left\{x_{6}\right\}\right\rangle,\left\langle\left\{x_{4}\right\}\right\rangle,\left\langle\left\{x_{1}\right\}\right\rangle,\left\langle\left\{x_{2}, x_{3}, x_{5}\right\}\right\rangle$
(0.381,0.417]
[0.0,0.381] $\left\langle\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right\}\right\rangle$

## 4. MINIMAL RATIO SPANNING TREE

For a connected $\alpha$-cut fuzzy graph $G^{\alpha}=\left(V, \sigma^{\alpha}, \mu^{\alpha}\right)$, with each edge associated with two weights, the min-max ratio concept has been applied for finding the optimal ratio spanning tree.

$$
\text { Let } G\left(x_{i}, x_{j}\right) \text { be a connected } \alpha \text {-cut fuzzy }
$$

graph with node set $V$, fuzzy node set $\sigma$, and fuzzy edge set $\mu_{G}$, where $\quad \sigma: V \rightarrow[0,1], \sigma\left(x_{i}\right) \geq \alpha$

$$
\begin{gathered}
\mu_{G}: V \times V \rightarrow[0,1], \mu_{G}\left(x_{i}, x_{j}\right) \geq \alpha \\
, \mu_{T}\left(x_{i}, x_{j}\right)=\mu_{G}\left(x_{i}, x_{j}\right) \text { for all } x_{i}, x_{j} \in V, 0<\alpha \leq 1
\end{gathered}
$$

Associated with each edge $e_{i j}=\left(x_{i}, x_{j}\right)$ there are positive numbers (degrees of membership) $\mu_{1}\left\{e_{i j}\right\}$ and $\mu_{2}\left\{e_{i j}\right\}$, written as $\mu_{1} e$ and $\mu_{2} e$ respectively for notational convenience. So $\mu_{1} e$ and $\mu_{2} e$ are fuzzy weights of the edge e.

## Definition : (Min-max weight of an edge)

The min-max weight of an edge ' $e$ ' is defined to be

$$
\mu^{*}(e)=\frac{\wedge\left(\mu_{1}(e), \mu_{2}(e)\right)}{\vee\left(\mu_{1}(e), \mu_{2}(e)\right)}
$$

Definition : (Min-max ratio of spanning tree in a fuzzy graph)
Let $T\left(x_{i}, x_{j}\right)$ be any spanning tree of $G\left(x_{i}, x_{j}\right)$. Minmax ratio of $T\left(x_{i}, x_{j}\right)$ is denoted by

$$
\mu^{R}(T)=\frac{\mu_{1}^{R}(T)}{\mu_{2}^{R}(T)}=\frac{\sum_{e \in T} \wedge\left(\mu_{1}(e), \mu_{2}(e)\right)}{\sum_{e \in T} \vee\left(\mu_{1}(e), \mu_{2}(e)\right)}
$$

where $T=T\left(x_{i}, x_{j}\right)$, ' $\wedge$ ' stands for infimum and ' $v$ ' stands for supremum.

The problem of optimal ratio spanning tree with min-max ratio is concerned with determining a spanning tree $T\left(x_{i}, x_{j}\right)$ which optimizes the ratio $\mu^{R}(T)$ over the set of all spanning trees of $G\left(x_{i}, x_{j}\right)$.

## Objective Space:

Through out, we discuss some special cases of trees in $\alpha$-cut fuzzy graph $G^{\alpha}=\left(V, \sigma^{\alpha}, \mu^{\alpha}\right)$ where $V$ is finite, and $\mu$ is symmetric. $\sigma(x) \geq \alpha$ and $\mu(x, y) \geq \alpha$ for all $x, y \in V, \mu_{T}\left(x_{i}, x_{j}\right)=\mu_{G}\left(x_{i}, x_{j}\right)$ for all $x_{i}, x_{j} \in V \times V$.

The optimal ratio spanning tree problem with minmax ratio $\mu^{R}(T)$ is to optimize the ratio $\mu^{R}(T)$ for all spanning tree $T$ of $G \ldots \ldots . . . . . . . . . . . . . . . . . . . . . . . . . . . ~\left(p_{1}\right)$

## Definition:

The objective space in $R^{2}$ is defined as the convex hull $C$ of $\left(\mu_{1}^{R}(T), \mu_{2}^{R}(T)\right)$ where $T$ ranges over the set of all spanning trees of $G$. For each extreme point of $C$ there is a corresponding tree of $G$.

We illustrate the results by considering the following example given below.Consider the simple, connected undirected $\alpha$-cut fuzzy graph G of example-3
(Fig.5) with $\quad \alpha=.1$.
Then the possible types of spanning trees are as follows
$T^{1}=\left(e_{1}, e_{2}, e_{4}, e_{5}, e_{7}\right),: T^{2}=\left(e_{1}, e_{2}, e_{5}, e_{6}, e_{7}\right):$
$T^{3}=\left(e_{1}, e_{2}, e_{4}, e_{6}, e_{7}\right),: T^{4}=\left(e_{2}, e_{3}, e_{4}, e_{5}, e_{7}\right):$
$T^{5}=\left(e_{2}, e_{3}, e_{5}, e_{6}, e_{7}\right),: T^{6}=\left(e_{2}, e_{3}, e_{4}, e_{6}, e_{7}\right):$
$T^{7}=\left(e_{1}, e_{3}, e_{4}, e_{6}, e_{7}\right),: T^{8}=\left(e_{1}, e_{3}, e_{4}, e_{5}, e_{7}\right):$
$T^{9}=\left(e_{1}, e_{3}, e_{5}, e_{6}, e_{7}\right)$

For each spanning tree $T^{i}, i=1,2,3, \ldots, 9$ the corresponding pair of weights are $\mu_{1}^{R}\left(T^{i}\right), \mu_{2}^{R}\left(T^{i}\right)$ where $\mu_{1}^{R}\left(T^{i}\right)=\sum_{e \in T} \wedge\left(\mu_{1}(e), \mu_{2}(e)\right)$
and

$$
\mu_{2}^{R}\left(T^{i}\right)=\sum_{e \in T} \vee\left(\mu_{1}(e), \mu_{2}(e)\right)
$$

The points $\left(\mu_{1}^{R}\left(T^{i}\right), \mu_{2}^{R}\left(T^{i}\right)\right)$ are plotted graphically in Fig6 in the objective space $R^{2}$.

(Fig-6 : Convex hull of example-3)

From Fig-6 it is seen that the spanning tree $T^{2}$ has got the minimum value of $\mu_{1}^{R}(T)$ and $T^{7}$ has got the maximum value of $\mu_{2}^{R}(T)$. It can be easily verified that $T^{2}$ minimizes the ratio $\mu^{R}(T)$ and $T^{4}$ maximizes $\mu^{R}(T)$. Both $T^{2}$ and $T^{4}$ solve the problem and both of them are extreme points of $C$. From the above description it is observed that every spanning tree is not necessarily an extreme point of $C$, but every extreme point of $C$, corresponds to a spanning tree of $G$. Hence, $T^{2}=\left(e_{1}, e_{2}, e_{5}, e_{6}, e_{7}\right)$ is the Minimal ratio spanning tree of G with min-max ratio.

## Clustering Procedure:

By the elimination of an edge from the MRST with minimum value of min-max weight we get subtrees which correspond to clusters. Clustering by minimal ratio spanning tree can be viewed as a hierarchical clustering procedure which follows the divisive approach.

Minimal ratio spanning tree of the graph G hasbeen formed with mmr weights. The MRST is denoted by $\mathrm{T}=\left(\mathrm{e}_{1}, \mathrm{e}_{2}, \mathrm{e}_{5}, \mathrm{e}_{6}, \mathrm{e}_{7}\right)$. The min-max weights of the edges are $0.357,0.5,0.2,0.2$ and 0.8333 for the edges $\mathrm{e}_{1}, \mathrm{e}_{2}, \mathrm{e}_{5}, \mathrm{e}_{6}$ and $\mathrm{e}_{7}$ respectively. Minimum weight of these weights is 0.2 corresponding to the edges $\mathrm{e}_{5}$ and $\mathrm{e}_{6}$. So deleting the edges $\mathrm{e}_{5}$ and $\quad \mathrm{e}_{6}$ from T the subcluster obtained is $C_{1}=\left\{x_{4}, x_{6}\right\},\left\{x_{5}\right\},\left\{x_{1}, x_{2}, x_{3}\right\}$. Deleting $\mathrm{e}_{1}$, the edge
with next higher weight i.e. 0.357 another subcluster $C_{2}=\left\{x_{4}, x_{6}\right\},\left\{x_{5}\right\},\left\{x_{1}, x_{2}\right\},\left\{x_{3}\right\}$ is obtained.
In this manner sub cluster $C_{3}=\left\{x_{4}, x_{6}\right\},\left\{x_{5}\right\},\left\{x_{1}\right\},\left\{x_{2}\right\},\left\{x_{3}\right\} \quad \&$ $C_{4}=\left\{x_{4}\right\},\left\{x_{6}\right\},\left\{x_{5}\right\},\left\{x_{1}\right\}, \quad\left\{x_{2}\right\},\left\{x_{3}\right\}$ can be obtained. We can summarize the $\tau$-edge components of G as follows.

Table-B
$\tau \quad \tau$-edge components
$(0.833, \infty) \quad\left\langle\left\{x_{4}\right\}\right\rangle,\left\langle\left\{x_{6}\right\}\right\rangle,\left\langle\left\{x_{5}\right\}\right\rangle,\left\langle\left\{x_{1}\right\}\right\rangle,\left\langle\left\{x_{2}\right\}\right\rangle,\left\langle\left\{x_{3}\right\}\right\rangle$
(0.5,0.833] $\left\langle\left\{x_{4}, x_{6}\right\}\right\rangle,\left\langle\left\{x_{5}\right\}\right\rangle,\left\langle\left\{x_{1}\right\}\right\rangle,\left\langle\left\{x_{2}\right\}\right\rangle,\left\langle\left\{x_{3}\right\}\right\rangle$
(0.357,0.5] $\quad\left\langle\left\{x_{4}, x_{6}\right\}\right\rangle,\left\langle\left\{x_{5}\right\}\right\rangle,\left\langle\left\{x_{1}, x_{2}\right\}\right\rangle,\left\langle\left\{x_{3}\right\}\right\rangle$
$(0.2,0.357) \quad\left\langle\left\{x_{4}, x_{6}\right\}\right\rangle,\left\langle\left\{x_{5}\right\}\right\rangle,\left\langle\left\{x_{1}, x_{2}, x_{3}\right\}\right\rangle$
$[0.0,0.2] \quad\left\langle\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right\}\right\rangle$

## 5. CONCLUSION

Study has been made for generation of clusters by deletion of specific edge from MRST and by application of Narrow Slicing Procedure with mmr-weights in a fuzzy graph. It is observed with the described examples that the clusters obtained are different and by deletion of edges with minimum value of min-max weights from a minimal ratio spanning tree better clusters are obtained.
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