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ABSTRACT 

Wireless mobile ad-hoc networks are those networks which has 

no physical links between the nodes. There is no fixed topology 

in this network due to the random mobility of nodes, 

interference, multipath propagation and path loss. Many Routing 

protocols have been proposed and developed for accomplishing 

this task. The intent of this paper is to analyze three ad-hoc 

routing protocols AODV, DYMO, FISHEYE against wormhole 

attack in wireless network. This paper concentrates evaluating 

the performance of routing protocols when wormhole attacks 

involve in wireless network. The performance analysis for above 

protocol is based on variation in speed of nodes in a network 

with 50 nodes. All simulation is carried out with QualNet 5.0 

simulator.   

Keywords 

Ad Hoc Networks, routing protocol, Wormhole attack, AODV, 

DYMO, FISHEYE. 

1. INTRODUCTION 
Mobile ad hoc networks (MANETs) [1,2] are collections of 

mobile nodes, which are  Dynamically form a temporary 

network without pre-existing network infrastructure or any 

centralized administration. These nodes can be arbitrarily 

located and are free to move randomly at any given time. Every 

mobile node acts itself as a router.  Since there is no centralized 

administration, so MANET is oftenly called autonomous. 

MANET implies that the topology may be dynamic - and that 

routing of traffic through a multi-hop path is necessary if all 

nodes are to be able to communicate. A key issue in MANETs is 

the necessity that the routing protocols must be able to respond 

rapidly to topological changes in the network. At the same time 

due to the limited bandwidth available through mobile radio 

interfaces it is imperative that the amount of control traffic 

generated by the routing protocols is kept at a minimum. Several 

protocols have been addressed these problems of routing in 

mobile ad-hoc networks. These protocols were divided into two 

classes: depending upon the type of requirement and the 

available resources, when a node acquires a route to a 

destination. 

Proactive protocols [3, 4] are characterized by all nodes 

maintaining routes to all destinations in the network at all times. 

Thus using a proactive protocol a node is immediately able to 

route (or drop) a packet. Examples of proactive protocols 

include the “FISHEYE routing protocol”. [5], the “Optimized 

Link State Routing Protocol” (OLSR) [6] and the “Source Tree 

Adaptive Routing” (STAR) [7]. Hybrid protocols [3, 8] are 

those protocols which have characteristics of both reactive and 

proactive. Example of hybrid protocol includes “Dynamic 

MANET On-demand routing protocol” (DYMO) [9]. Reactive 

protocols [3] are characterized as the nodes acquiring and 

maintaining routes ON-demand. In general, when a route to an 

unknown destination is required by a node, a query is region 

extraction model provides the much better result any animated 

scene from natural images. Flooded onto the network and 

replies, containing possible routes to the destination, are 

returned. Examples of reactive protocols include the “Ad Hoc on 

Demand Distance Vector Routing Protocol” (AODV) [9, 13] 

and “Dynamic Source Routing” (DSR) [10, 14]. 

In this paper, the analysis of three routing protocols (AODV, 

DYMO, and FISHEYE) are presented against wormhole attack. 

The performance of these protocols is analyzed with varying 

speed of nodes in network. The network contains 50 wireless 

nodes in which 10 nodes are in wormhole attack. These nodes 

either stop packet forwarding or send wrong and unusual 

information to other nodes which affects packet drop and lesser 

throughput.    

In this paper Section 2 briefly describes the routing protocols 

AODV, DYMO, FISHEYE. Section 3 briefly describes the 

affects of wormhole attack in network. Section 4 presents 

experimental configuration. Section 5 focused on results and 

analysis of the work and Section 6 contains the conclusion.   

2. ROUTING PROTOCOL 
The nature of mobile ad hoc networks makes simulation 

modeling an invaluable tool for understanding the operation of 

these networks. In Ad-hoc network multiple routing protocols 

have been developed during the last years, to find optimized 

routes from a source to some destination. To establish a data 

transmission between two nodes, typically multiple hops are 

required due to the limited transmission range. Mobility of the 

different nodes makes the situation even more complicated. 

The protocols to be used in the Ad Hoc networks should have 

the following features: 

 The protocol should adapt quickly to topology 

changes. 

 The protocol should provide Loop free routing. 

 The protocol should provide multiple routes from the 

source to destination and this will solve the problems 

of congestion to some extent. 

 The protocol should have minimal control message 

overhead due to exchange of Routing information 

when topology changes occurs. 

 The protocol should allow for quick establishment of 

routes so that they can be used before they become 

invalid. 
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2.1. Ad hoc On-Demand Distance Vector 

(AODV): 
The Ad hoc On-Demand Distance Vector (AODV) [8, 12] 

routing protocol is intended for use by mobile nodes in an ad 

hoc network. It offers quick adaptation to dynamic link 

conditions, low processing and memory overhead, low network 

utilization, and unicast route determination to destinations 

within the ad hoc network. It uses destination sequence numbers 

to ensure loop freedom at all times (even in the face of 

anomalous delivery of routing control messages), avoiding 

problems (such as “counting to infinity”) associated with 

classical distance vector protocols. 

The primary objectives of AODV protocol are:- 

 To broadcast discovery packets only when necessary, 

 To distinguishes between local connectivity 

management (neighborhood detection) and general 

topology maintenance and 

 To disseminate information about changes in local 

connectivity to those neighboring mobile nodes those 

are likely to need the information. AODV decreases 

the control overhead by minimizing the number of 

broadcasts using a pure on-demand route acquisition 

method. AODV uses only symmetric links between 

neighboring nodes. 

 

2.2. Dynamic MANET On-demand routing 

protocol (DYMO) 
The DYMO routing protocol is successor to the popular Ad hoc 

On-Demand Distance Vector (AODV) routing protocol and 

shares many of its benefits. It is, however, slightly easier to 

implement and designed with future enhancements in mind. 

DYMO [5] can work as both a proactive and as a reactive 

routing protocol, i.e. routes can be discovered just when they are 

needed. 

In any way, to discover new routes the following two steps take 

place: 

 A special "Route Request" (RREQ) messages is 

broadcast through the MANET. Each RREQ keeps an 

ordered list of all nodes it passed through, so every 

host receiving an RREQ message can immediately 

record a route back to the origin of this message. 

 When an RREQ message arrives at its destination, a 

"Routing Reply" (RREP) message will immediately 

get passed back to the origin, indicating that a route to 

the destination was found. On its way back to the 

source, an RREP message can simply back trace the 

way the RREQ message took and simultaneously 

allow all hosts it passes to record a complementary 

route back to where it came from. 

2.3. FISHEYE: 
Fisheye [5] Routing determines routing decisions using a table-

driven routing mechanism similar to link state. The table-driven 

ad hoc routing approach uses a connectionless approach of 

forwarding packets, with no regard to when and how frequently 

such routes are desired. It relies on an underlying routing table 

update mechanism that involves the constant propagation of 

routing information. A table-driven mechanism was selected 

over an on-demand mechanism based on the following 

properties: 

 On-Demand routing protocols on the average create 

longer routes than table driven routing protocols. 

 On-Demand routing protocols are more sensitive to 

traffic load than Table-Driven in that routing overhead 

traffic and latency increase as data traffic 

source/destination pairs increase. 

 On-Demand Routing incurs higher average packet 

delay than Table Driving routing which results from 

latency caused by route discovery from new 

destinations and less optimal routes. 

 Table-Driven routing accuracy is less sensitive to 

topology changes. Since every node has a „view‟ of 

the entire network, routes are less disrupted when 

there is link breakage (route reconstruction can be 

resolved locally). 

 Table-Driven protocols are easier to debug and to 

account for routes since the entire network topology 

and route tables are stored at each node, whereas On- 

Demand routing only contain routes that are source 

initiated and these routes are difficult to track over 

time. 

For these reasons, a table driven scheme for the ad hoc routing 

protocol was chosen. Link state was chosen over distance vector 

because of faster speed of convergence and shorter-lived routing 

loops. Link state topology information is disseminated in special 

link-state packets here each node receives a global view of the 

network rather than the view seen by each node‟s neighbor. 

Fisheye routing takes advantage of this feature by implementing 

a novel updating mechanism to reduce control overhead traffic. 

 

2.3.1 Algorithm for FISHEYE routing: 
There are 3 main tasks in the routing protocol: 

1) Neighbor Discovery: responsible for establishing and 

maintaining neighbor relationships. 

2) Information Dissemination: responsible for disseminating 

Link State Packets (LSP), which contains neighbor link 

information, to other nodes in the network. 

3) Route Computation: responsible for computing routes to 

each destination using the information of the LSPs. Each node 

initially starts with an empty neighbor list and an empty 

topology table. After its local variables are initialized, it invokes 

the Neighbor Discovery mechanism to acquire neighbors and 

maintain current neighbor relationships. LSPs in the network are 

distributed using the Information Dissemination mechanism. 

Each node has a database consisting of the collection of LSPs 

originated by each node in the network. From this database, the 

node uses the Route Computation mechanism to yield a routing 

table for the protocol. 
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3. WORMHOLE ATTACK 
An attacker receives packets at one point in the network, 

“tunnels” them to a different point in the network and then 

replays them from this point. Tunnel packets received in one 

place of the network and replay them in another place the 

attacker can have no key material. All it requires is two 

transceivers and one high quality out-of-band channel. Most 

packets will be routed to the wormhole [17].  The wormhole can 

drop packets or more subtly, selectively forward packets to 

avoid detection. 

4. EXPERIMENTAL CONFIGURATION 
All the simulation work is performed in QualNet wireless 

network simulator version 5.0 [3]. Initially number of nodes are 

50, simulation time was taken 180 seconds and seed as 1.Seed is 

a template in QualNet 5.0, in which nodes are placed in network. 

There are different templates are available in QualNet simulator 

with different seed number. All the scenarios have been 

designed with a terrain 1500m x 1500m. Mobility model used is 

Random Way Point [11] (RWP). In this model a mobile node is 

initially placed in a random location in the simulation area. For 

simulation, speed of node is varying from 10mps to 50mps. All 

the simulation works were carried out using three routing 

protocols (DSR, ZRP, and STAR) with varying speed of node. 

Network traffic load is provided by constant bit rate (CBR) 

application. A CBR traffic source provides a constant stream of 

packets throughout the whole simulation, thus further stressing 

the routing task. There are four measurements in our 

experiments were defined as follows: 

1) Throughput (bits/s):- Throughput [11, 15] is the measure of 

the number of packets successfully transmitted to their final 

destination per unit time. 

2) Total Packets received: - Packet delivery ratio [9] is 

calculated by dividing the number of packets received by the 

destination through the number of packets originated by the 

application layer of the source (i.e. CBR source). 

3) End-to-end delay: Average End to End Delay [9, 16] signifies 

the average time taken by packets to reach one end to another 

end (Source to Destination). 

4) Average Jitter Effect: Signifies the Packets from the source 

will reach the destination with different delays [10]. A packet's 

delay varies with its position in the queues of the routers along 

the path between source and destination and this position can 

vary unpredictably.  

5. SIMULATION RESULTS & ANALYSIS 
[a] It is one of the dimensional parameters of the network which 

gives the fraction of the channel capacity used for useful 

transmission selects a destination at the beginning of the 

simulation i.e., information whether or not data packets correctly 

delivered to the destinations. It is the ratio between the numbers 

of sent packets vs. received packets. 

 
             Figure1:- Pause Time Vs Throughput 

 

The above figure shows throughput of protocols when pause 

time varies. It can be observed by throughput of AODV is better 

than the DYMO and FISHEYE when pause time is kept 10, 20, 

30, 40 and 50. 

 

[b] Average End to End Delay signifies the average time taken 

by packets to reach one end to another end (Source to 

Destination). 

 
Figure2:- Pause Time Vs Average End-to-End delay 

 

Figure 2 shows End to End delay of protocols when pause time 

varieses. It can be observed that End to End delay of FISHEYE 

is less than other than two protocols, when pause time is kept 10, 

20, 30, 40 and 50 

 

[c] Total packets received are no. of packets received when sent 

from source to destination 

 
Figure3:- Pause Time Vs Total Packets Received 

Figure 3 shows Total Packets Received of protocols when pause 

time varies. It can be observed that total packets received by 

AODV are greater than other two protocols, when pause time is 

kept 10, 20, 30, 40 and 50. 
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[d] Average Jitter effect signifies the Packets from the source 

will reach the destination with different delays. A packet's delay 

varies with its position in the queues of the routers along the 

path between source and destination and this position can vary 

unpredictably. 

 
Figure4:- Pause Time Vs Average Jitter 

 

Figure 4 shows average jitter of protocols when pause time 

varies. It is observed that average jitter of FISHEYE is less than 

both AODV, DYMO, when pause time is kept 10, 20, 30, 40 

and 50. 

 

[e] Throughput is the measure of the number of packets 

successfully transmitted to their final destination per unit time. It 

is the ratio between the numbers of sent packets vs. received 

packets. 

 
Figure5:- Node Speed Vs Throughput 

 

Figure 5 shows throughput of protocols when node speeds in 

network varies. It is observed that throughput AODV is better 

than FISHEYE and DYMO, when speed of node in network is 

kept 10, 20, 30, 40 and 50. 

 

[f] Average End to End Delay signifies the average time taken 

by packets to reach from one end to another end (Source to 

Destination). 

 

 
Figure6:- Node Speed Vs Average End-to-End delay 

 

Above figure shows average end-to-end delay of protocols when 

node speeds in network varies. It is observed that average end-

to-end delay of AODV is less than FISHEYE and DYMO, when 

speed of node in network is kept 10, 20, 30, 40 and 50. 

 

[g] A maximum packet received is the Ratio of received packets 

that may have been received in the network to the total number 

of packet sent. 

 
Figure7:- Node Speed Vs Total Packet Received 

 

Figure 7 shows total packets received of protocols when node 

speed in network varies. It is observed that total packets 

received by network using AODV is better when speed of node 

is 20mps and DYMO perform better when node speed is 30 to 

50 mps. 

[h] Average Jitter effect signifies the Packets from the source 

will reach the destination with different delays. A packet's delay 

varies with its position in the queues of the routers along the 

path between source and destination and this position can vary 

unpredictably. 

 
Figure8:- Node Speed Vs Average Jitter 
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The above figure 8 shows average jitter of protocols when node 

speed in network varies.  It is observed that average jitter of 

network using AODV is less than FISHEYE and DYMO. It can 

be also observed that average jitter of FISHEYE is less than 

other protocol when speed of node in network is 30 to 50mps. 

 

6. CONCLUSION  
This paper presents an analysis of three routing protocols within 

wireless network where wormhole attack is occurred. By 

different analysis it can be observed that AODV performs better 

than other two protocols. AODV has better techniques to 

prevent data from attacks. In some conditions DYMO and 

FISHEYE performs better. But in all other conditions AODV 

perform better in different situations. This result gives the exact 

idea about the performance of AODV, DYMO, and DSR this 

can be helpful to enhance the performance of all above routing 

protocols in any situation when the wormhole attack will 

perform simultaneously. 
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