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ABSTRACT 

A novel mosaic technique based on Strip Search Algorithm is 

proposed that improves non-linearity, accuracy and vertical 

distortions possibly found in mosaic image. Strip Search 

Algorithm based on novel measure of Relative- Sum of the 

Squared Difference (R-SSD) is proposed to search particular 

strip of frame within its specified portion and it is used for 

normalization and simplification of some important steps of 

image mosaic. Steps like key frames selection, frames 

registration, their transformation and combination are suggested 

for mosaic creation. An optimal criterion is suggested for key 

frames selections. Hierarchical Seam Line Estimation and 

Vertical Strip Registration are introduced for precise image 

warping and distortion-less vertical transformation. Structural 

linearity, precision and non-deformation property reflects from 

mosaic results of proposed algorithm.  

Keywords: Image stitching; Image registration; Similarity 

measure; Key frame selection.  

1. INTRODUCTION 
Combination of two or more images to get very big and high 

resolution image is called as Image Mosaicing. High resolution 

image of very large field of view cannot be captured by single 

shot of any camera as the camera’s field of view is smaller than 

the human field of view, so it is required to get different snap of 

that scene and combination of those images will give us high 

resolution mosaic image. With this image mosaicing, we can go 

for video mosaicing. In video mosaicing we take video of that 

scene and the combination of all the frames of that video gives 

us panoramic high resolution image. Small spatial variations 

between every two consecutive frames of video are required to 

find for their combination. Instead of that we can find optimal 

variations between key frames of video for reducing high 

redundancy in number of frames.  

Image mosaics includes many vision problems of image 

registration like feature extraction [1,2,3], correspondence 

matching [1,2,3,4,5]. It also includes spatial transform [6,7] and 

image blending [3,4,5,8,9].  All these were repeated recursively 

for all the pairs of consecutive frames for video mosaic. 

To reduce redundancy and cumulative error with increasing the 

number of frames of video, automatic key frame selection is 

necessary.   

More precise registration process is suggested through 

Hierarchical Seam Line Estimation. It includes Primary Seam 

Line Estimation, Approximate Seam Line Estimation and Exact 

Seam Line Estimation. Feature extraction and correspondence 

matching processes are included in Approximate Seam Line 

Estimation process. Accuracy and precision are maintained with 

Exact Seam Line Estimation. Vertical distortions between 

frames of video are removed with Vertical Strip Registration. 

A novel measure of similarity is proposed to demand for unique, 

finite and non-spatial value of variations between two images. 

We modified the spatial measure of Sum of squared difference 

(SSD) between two images for fulfilment of required demand. 

This measure is utilized in many steps of mosaic methods.  

2. METHODOLOGY 
Basically more emphasis had been given on horizontal 

registration by most of the authors [1,2,3] for mosaicing of 

image frames. Seam line is the line across the overlapping 

portion of video frames. Obviously this line is vertical line and 

required to horizontally register properly for video taken in 

horizontal direction.  

We mainly focus our attention on Hierarchical Seam Line 

Estimation and Vertical Strip Registration during our work. 

Based on the study, a novel Strip Search Algorithm has been 

devised. Figure 1 shows the use of this proposed Strip Search 

Algorithm in various steps of image mosaicing.   

2.1.  Proposed Strip Search Algorithm based  

on a novel Similarity measure: R-SSD 
Image mosaicing technique based on Strip Search Algorithm has 

been used by various researchers [10,11,12]. We implemented a 

novel algorithm under the Strip Search logic which is based on a 

new similarity measure between two strips as shown in Fig.1.  

 

 

 

 

 

 

 

 

 

 

Fig 1: Flow diagram of mosaic process 
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Suppose a strip on key frame 1 is required to search between the 

different strips on key frame 2. The similarity model is defined 

by equation 1. 

 

 

 

 

Fig 2: Frames demonstrating strip searching process 

Let,

, be the two strips of height M 

and width N at position [X,Y] of respective reference and target 

strips as shown in Fig 2. Objective strip  is to be 

searched within the strips  upto 

 for optimal similarity. 

Optimal Similarity ( ) is calculated as, 

 

,                                                     ----1       

We proposed Maximum of Relative Variation in sum of the 

Squared difference (R-SSD) of all the pixels of two images for 

similarity measurement.  

Steps to find similarity between two images are as below:- 

1) Find Sum of the Squared Difference [12,13,14] for 

all the pixels of two images ==  

 

            ----2 

2) Find Horizontal Accumulation of 

the .  

 

 

                                   ----3 

3) Find Vertical Accumulation of  at every row. 

This term is also called Cumulative-

Difference .  

Initially set  

 Then find, 

 

                                                   ----4 

4) Relative Variation in  called  is 

calculated by off-set difference of .  

Off-set is considered here as small patch of image. 

       Let   

 

.                                       ----5 

5) Similarity is calculated as  

            ----6 

2.2.  Mosaic Method 
Steps for Mosaic creation using proposed strip search algorithm 

are shown in Fig 1. Proposed Strip Search Algorithm 

contributing R-SSD measure has been used in Key Frame 

Selection, Hierarchical Seam Line Estimation and Vertical Strip 

Registration during process of image mosaic. 

2.3.  Key Frame selection 
Instead of combining all the frames of video, key frames can be 

selected and stitched. Two criteria for the selection of key 

frames have been suggested by Ging Li as follows. 

 1) The maximum information of non-selected frame should be 

present in selected key frame. This lead minimum overlapping 

portion between two consecutive selected frames [14].  

2) Those consecutive frames should be registered properly for 

better mosaic. Maximum points of corresponds gives better 

registration [14]. This leads overlapping portion between two 

frames should be maximum for good mosaic generation. 

Above criteria seems to be contradictory therefore optimal 

criteria has been suggested to select the key frames. 

We proposed the technique to select the frames for mosaicing 

with the optimal criteria that the information at one end of a 

frame is shifted at middle of another frame and middle 

information of first frame is shifted at another end of second 

frame (Figure 2) for proper registration, mosaic and optimal 

information to be visualized.  

Initially strips at start end and middle of first frame are selected 

as shown in Fig 3.    

Let

, be the two strips of height M 

and width N0 at position [X,Y] of respective start and middle 

position of first frame.   

And similarly, 

, be the two strips 

of height M and width N0 at position [X,Y] of respective middle 

and end position of next fth  frame.   
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Fig 3: Optimal similarity search process using Strip Search 

Algorithm 

 Optimal Similarity MS_sm between the strips at the start of first 

frame and strip at the middle of all frames are calculated. 

Similarly, Optimal Similarity MS_me between the strips at the 

middle of first frame and strip at the end of all frames are 

calculated. 

 Frame with the identifier f of maximum of MS_sm and MS_me, 

is considered as optimal similarity frame of identifier f= fmax and 

it is considered as reference frame for next frame to be selected. 

2.4. Approximate Seam Line position 

Estimation using Global Motion 

Estimation 
It is assumed that Key frame Estimation Technique points strip 

at the middle position as primary estimation of position of seam 

line. 

                                   ----7 

Obviously more precise seam position can be estimated by 

estimating relative / global motion between those overlapping 

portions from the next frame.  

Following steps are considered for global motion estimation:- 

1) Corner detection (Harris corner detection [1]). 

2) Initial matching (Correlation matching [15]). 

3) Final matching (ransac [2,3]). 

4) Local motion estimation (Distance vectors of matched 

corners [2,3]). 

5) Global motion estimation (Distance vector having 

maximum frequency (vdx)). 

Seam line position is then approximated by adding maximum 

distance vector to its primary position obtain using equation (8). 

 

                                                                                   ----8   

2.5.  Exact Estimation of Seam Line Position 
In order to estimate seam line position, strip at end portion of 

first frame is selected. The strip size is taken as small as 

possible. Its exact position in middle part of second frame may 

be some pixels forward or backward (defined by variance 

portion). This strip is moved physically along variance portion 

of second frame (Fig 4). Maximum similarity strip gives us 

exact position of seam line. The process is also carried out using 

proposed Strip Search Algorithm. Obviously this estimation of 

exact position of seam line implies horizontal registration of two 

frames.  

Let MS_ev is the Optimal Similarity between end strip of first 

frame s1s and strips along variance of second frames s2v of width 

N and height M.    

 

 

 

 

 

 

Fig 4: Process for Exact Estimation of Seam Line Position 

using Modified Strip Search Algorithm 

Strip identifier v=vmax of Ms_ev will give us Exact Estimation of 

Seam Line Position XXe. 

                                       ----9 

2.6. Strip Registration 
Slight vertical displacement can take place while taking the 

video through camera in horizontal direction. Curve motion and 

slight slanted directional motion may also be obtained.  It is 

necessary to consider vertical registration for panoramic mosaic 

process in all these cases. Strip search algorithm is again used 

here for vertical registration. Horizontally registered strip of first 

frame is cropped in half of the vertical size at middle of strip and 

it is moved from upper most to lower most portion of 

corresponding registered strip of second frame. Optimal 

similarity strip gives us vertical relative displacement (vdy). It is 

assumed that this strip is vertically displaced by vdy with 

respective to first frame. Second frame is then vertically 

transformed with amount of vdy. 

Vertical registration is shown in Fig 5. Strip S1 of height M and 

width N0 at end position of first frame (of width N) is 

horizontally registered with strip S2 of same height and width at 

position XXe of second frame during process of Exact 

Estimation of Seam Line Position. Strip S1 is cropped at middle 

in half of the vertical size, to get strip of S1h and is moved along 

strip S2 in vertical downward direction. Optimal similarity in 

vertical registration (MS_v) is calculated. 
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Strip identifier y=ymax of Ms-v will give us vertical displacement 

vdy. 

                                           -----10 

 

 

 

 

 

 

 

Fig 5: Process of Vertical Registration 

2.7.   Seamless blending 
In the every pass of key frames, two registered frames are 

stitched horizontally. 3-Line Horizontal Blending Algorithm 

[33] is used here for this process. A multi-resolution technique is 

proposed for obtaining seamless blending.  

The overall blending process consists of following steps:- 

1) Create Laplacian pyramids of overlapping portion of 

two frames to different levels [17]. 

2) Blend two images at every level of Pyramids to get a 

new pyramid of blended images by using 3-Line 

Horizontal Blending Algorithm [18]. 

3) The blended pyramid is expanded to get resultant 

blended image [17]. 

All these processes are repeated recursively for all the pairs of 

selected frames to get panoramic mosaic image. 

3. RESULTS 
The proposed technique has been implemented on a video of 

Beach, consisting of 205 frames and video of train sequences 

consisting 345 frames. 

Fig 6, Fig 7 and Fig 10 shows result of mosaicing on both the 

video using Space Time Manifold Technique, suggested by 

Wexler [10].  

Figure 8 shows the mosaic result of video of Beach view by 

simple stitching horizontally registered frames. The method 

produces vertical lines (seam lines) in the mosaic image. The 

suggested multi-resolution blending process minimizes the 

effect of these vertical lines in mosaic image as shown in Fig 9. 

An object deformation problem occurs with the Space Manifold 

Technique [10] for different videos (at different speeds) of the 

same scene as seen in Fig 6 and Fig 7 with rectangle around 

moving person. Fig 9 shows that problem of object deformation 

is removed by applying the mosaic method suggested in this 

literature. 

Fig 11 shows the mosaic image of Train Sequences after 

blending of horizontally registered frames (without vertical 

registration).  Fig 10 and Fig 11 clearly points requirement of 

vertical registration in process of mosaic. 

Mosaic image shown in Fig 12 is the result of proposed 

algorithm applied on Train Sequences. The distortion in the 

railings of bridge of railway line, observed in Figure 9 and 

Figure 10 are removed in Fig 12.   

4. CONCLUSION 
Result of mosaicing shows the comparatives of our algorithms 

with standard algorithmic processes. Used methodology is found 

powerful for mosaic creation. Linearity, non-deformation 

property is clearly visualized through the proposed mosaic 

method. Suggested new measure of similarity works well for 

total process and found effective for this work.   
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Fig 6: Mosaic using Space time Scene Manifold technique [10] (Consists all 205 Beach sequences) 

 

Fig 7: Mosaic using Space time Scene Manifold technique [10] (Consists 128 frames sampled from original Beach sequences, 

assuming frames captured with more speed. This leads deformation of objects shown in rectangle box within Fig 5 and Fig 6) 

 

Fig 8: Mosaic using simple stitching of horizontally registered frames (from 35 registered frames) 

 

Fig 9: Mosaic Image using Proposed Algorithm (35 registered frames) 

 

Fig 10: Mosaic using Space time Scene Manifold technique [10] (Consists of all 345 Train sequences) 
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Fig 11: Mosaic using blending horizontally registered 58 Train Sequences (without vertical strip registration) 

 

Fig 12: Mosaic using Proposed Algorithm (58 registered frames) 

 

 

 


