
International Journal of Computer Applications (0975 – 8887) 

Volume 28– No.2, August 2011 

13 

A Smart Algorithm for Dynamic Task Allocation for 

Distributed Processing Environment
 

Dr. Kapil Govil 
Teerthanker Mahaveer University,  

Moradabad 

 

ABSTRACT 

A Distributed Processing Environment (DPE) consists of 

multiple autonomous computers that communicate through a 

communication media. In DPE a task is divided into many 

fractions and each of which is to be get processed. The task 

allocation problem can be explained in terms of number of tasks 

and number of processors available. In the present method 

propose a dynamic model for task allocation in DPE. Present 

method describes the allocation of m tasks in the environment of 

distributed processing with n processors (m>n) that completes in 

k number of phases. This method allocates the tasks to the 

processor to increases the performance of the DPE; and based on 

the inter task communication cost between executing task and 

another tasks. Residing cost and reallocation cost in various 

phases has also taken in consideration. On implemented the 

suggested algorithm we have obtained the phase wise optimal 

allocation and overall optimal cost. The run time complexity has 

been computed and compared with existing approaches. It is 

found that suggested algorithm is much better as compared to 

others. 
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1.  INTRODUCTION 
Most distributed environment nowadays are consists of various 

nodes having different functions and/or different processing 

capabilities and speeds. A heterogeneous distributed 

environment consists of a set of nodes (autonomous computers) 

with same functionality but different processing capability. 

Distributed Processing Environment (DPE) offer the potential 

for improved performance and resource sharing. To make the 

best use of the computational power available, it is essential to 

assign the tasks dynamically to that processor whose 

characteristics are most appropriate for the execution of the 

tasks in DPE. We have developed a mathematical model for 

allocating “M” tasks of distributed program to “N” multiple 

processors (M > N) that minimizes the total cost of the program. 

One of the major research problems for DPE is the task 

allocation problem, in which tasks are assigned to various 

processors of the network, in such a way that processing cost is 

to be minimized as per the requirement. These problems may be 

categorized as static [1, 2, 3, 4, 5, 6, 7, 8, 9] and dynamic [10, 

11, 12, 13, 14] types of task allocation. Some of the other related 

methods have been reported in the literature, such as, Integer 

Programming [15], Load Balancing [16, 17, 18, 19, 20, 21, 22, 

23], Divide and Conquer [24], Grid Computing [25] and Branch 

and Bound [26, 27]. Tasks are allocated to various processors of 

the distributed environment in such a way that overall 

processing cost of the network should be minimized. As it is 

well known that the tasks are more than the number of 

processors of the network.  

2.  OBJECTIVE 
This research is aimed to find out the number of autonomous 

computer required to design a Distributed Processing 

Environment (DPE) for a specific problem domain. Here we 

have presented a mathematical model of a general dynamic task 

allocation mechanism. In this problem we have chosen task 

allocation mode of is dynamic in nature. Tasks are divided into 

phases and while a task is executed in a phase then remaining 

tasks are residing in that phase. Task execution cost, residing 

cost and inter – task communication cost has considered. As in 

this problem the performance is measured in terms of Execution 

Cost, so we have to minimize the execution cost and remaining 

parameters to obtain the optimal performance of the systems. 

3.  TECHNIQUE 
In order to evaluate the overall optimal execution cost of a 

distributed system, we have considered the problem that consist 

a set P = {p1, p2, p3, …pn} of ‟n‟ processors and set T = {t1, t2, 

t3, t4,…tm} of ‟m‟ tasks divided into k phases. Here it is 

assumed that the tasks m are more than the number of 

processors n i.e. m > n. The phase wise efficiency of individual 

processor is given in the form of Execution Cost Matrix ECM(,,) 

of order k x m x n. The Residing Cost for residing the 

unprocessed tasks on the processor is mentioned in Residing 

Cost Matrix RCM(,,) of order k x m x n. The Inter Task 

Communication Cost amongst the tasks is considered and is 

mentioned in the Inter Task Communication Cost Matrix 

ITCCM(,) of order m x k and  when a task is shifted from one 

processor to another processor then it incurred some cost i.e. 

reallocation cost and it is given in the Reallocation Cost Matrix 

RECM(,) of order m x k. For each phase sum up ECM(,,) and 

RCM(,,) to obtain ERCM(,). Obtain the sum of each row of 

ERCM(,) and arrange them in ascending order and store in 

sum_row_asc(). Now, select first n tasks from ERCM(,,) to store 

in sum_row() and store them in ERCMI(,). Repeat the process 

for next n or less than n tasks. Made the allocation in all sub 

matrices of ERCM(,,) by using Kumar et al [4]. Evaluate the 

Execution Cost, Communication Cost and Reallocation Cost. 

Repeat the process for all phases; and finally summing up the 

value of Execution Cost, Communication Cost and Reallocation 

Cost to get the phase wise optimal cost. Obtain the sum of 

optimal cost of each phase to evaluate the overall optimal cost.  
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4. ALGORITHM 
Start Algo 

  Read the number of tasks in m 

  Read the number of processors in n 

  Read the number of phases in k 

Read the Execution Cost Matrix ECM(,,) of order k x  

m x n 

Read the Residing Cost Matrix RCM(,,) of order k x m  

x n 

Read the Inter Task Communication Cost Matrix  

ITCCM(,,) of order k x m x n 

Read the Reallocation Cost Matrix RECM(,,) of order  

m x k 

  For I = 1 to m 

   Phase I: 

Sum up ECM(,,) and RCM(,,) and store the   

results in ERCM(,,)  

Store the sum of each row of ERCM(,,) and  

store it in sum_row()   

sort sum_row() and store the results in  

sum_row_asc() 

While (all tasks of sumrow_asc() !=  

SELECTED) 

   { 

Make partition of ERCM(,,) for n  

tasks, store it in ERCMI(,,)  

Apply algorithm of Kumar et al  

[4] on ERCMI(,,) 

  } 

Compute Execution Cost (EC),  

Communication Cost (CC) and Reallocation 

Cost (RC) 

   Total Cost = EC + CC + RC 

    I = I + 1 

    Optimal Cost = (Total Cost) 

  Endfor 

End Algo 

 

5. IMPLEMENTATION 
In the present problem, let us consider a distributed processing 

environment which is made up of four tasks {t1, t2, t3, t4} to be 

allocated on two processors {p1, p2} in five phases. The phase 

wise efficiency of individual processor is given in the form of 

Execution Cost Matrix ECM(,,) of order k x m x n where k is the 

number of phases, m is the number of tasks and n is the number 

of processors. The ECM(,,) is as given below. 

ECM(,,)= 

Phase Task 
Execution Cost 

p1 p2 

1 

t1 4 3 

t2 - - 

t3 - - 

t4 - - 

2 

t1 - - 

t2 6 5 

t3 - - 

t4 - - 

3 

t1 - - 

t2 - - 

t3 2 4 

t4 - - 

4 

t1 - - 

t2 - - 

t3 - - 

t4 3  

5 

t1 4 5 

t2 - - 

t3 - - 

t4 - - 

 

The Residing Cost for those tasks that reside on the processor is 

mentioned in Residing Cost Matrix RCM(,,) of order k x m x n. 

The RCM(,,) is as,  

RCM(,,)= 

Phase Task 
Residing Cost 

p1 p2 

1 

t1 - - 

t2 1 2 

t3 2 1 

t4 3 2 

2 

t1 1 2 

t2 - - 

t3 2 3 

t4 1 4 

3 

t1 3 1 

t2 2 3 

t3 - - 

t4 3 1 

4 

t1 1 3 

t2 2 1 

t3 1 2 

t4 - - 

5 

t1 - - 

t2 2 1 

t3 1 2 

t4 1 3 
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Inter Task Communication Cost between executing task and 

another tasks is taken in the form of matrix Inter Task 

Communication Cost Matrix ITCCM(,) of order m x k. The 

ITCCM(,) is given as follow,  

 

ITCCM(,)= 

Phase  
1 2 3 4 5 

Task  

t1 - 3 4 2 - 

t2 1 - 3 4 1 

t3 4 2 - 5 2 

t4 1 2 3 - 0 

 

When an allocated task is shifted from one processor to another 

processor during the next phase then reallocation cost is 

mentioned at the end of each phase. The reallocation cost is 

mentioned below in the reallocation cost matrix RECM(,) of 

order m x k. 

 

RECM(,)= 

Phase  
1 2 3 4 5 

Task  

t1 1 1 4 3 - 

t2 2 2 3 3 - 

t3 3 2 2 2 - 

t4 1 3 1 1 - 

 

In phase 1 task t1 shall have to execute while t2, t3 & t4 shall be 

residing. Sum up the ECM(,,) and RCM(,,) and store the results 

in ERCM(,) we get  

      21 pp  

23

12

21

34

t

t

t

t

 )(, ERCM

4

3

2

1

 

Obtain the sum of each row of ERCM(,) and store it in a linear 

array sum_row(). 

 

sum_row()=
5337

tttt 4321
 

 

Arrange the sum_row() in ascending order and we get the 

following: 

sum_row_asc()=
7533

tttt 1432
 

 

Now partition the ERCM(,) by selecting the first two tasks; store 

it in ERCM1(,), we get the first subproblem: 

    21 pp  

12

21

t

t
)ERCM1(,

3

2
 

 

Select next two tasks and get the second subproblem: 

           21 pp  

34

23

t

t
)ERCM1(,

1

4
 

 

On applying the algorithm developed by Kumar et al [4] we get 

the following allocation and their corresponding costs during the 

phase - 1, 

 

 

 

 

 

 

 

 

 

 

Phase 
Executing 

Task 
Processor 

Assigned 

Task 

Execution 

Cost 

Communication 

Cost 

Reallocation 

Cost 

Total 

(EC+CC+RC) 

1 t1 
p1 t2 * t4 4 

2 0 10 
p2 t3 * t1 4 
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On repeating the above process for all phases i.e. 2 to 5 we get the following results: 

Phase 
Executing 

Task 
Processor 

Assigned 

Task 

Execution 

Cost 

Communication 

Cost 

Reallocation 

Cost 

Phasewise 

Optimal Cost 

(EC+CC+RC) 

1 t1 
p1 t2 * t4 4 

2 0 10 
p2 t3 * t1 4 

2 t2 
p1 t1 * t4 2 

5 3 18 
p2 t3 * t2 8 

3 t3 
p1 t1 * t3 5 

5 5 19 
p2 t4 * t2 4 

4 t4 
p1 t3 * t4 4 

5 3 16 
p2 t2 * t1 4 

5 t1 
p1 t3 * t4 2 

2 5 15 
p2 t2 * t1 6 

Overall Optimal Cost 78 

 

6. CONCLUSION  
In this problem we have presented an efficient solution to the 

dynamic allocation problem. Starting with the definition of the 

phase of a modular program, a model based on dynamic 

programming approach is suggested. Earlier the researchers 

advised that the dynamic allocation strategy is the best 

allocation technique as it facilitates the user to take decision for 

allocating the during run time. The suggested algorithm is 

implemented on the several sets of input data and it is recorded 

that algorithm is workable in all the case. Here we have 

considered the phases and each phase has the tasks are to be 

processed by the processors. In each phase only one task shall be 

executing on these processors. During the next phase an 

executing task may remain on the same processor for execution 

or may shift to another processor, in case of shifting the task to 

another processor, it added the reallocation cost. The impact of 

inter task communication cost is to be considered.  Thus phase 

wise optimal costs are obtained. In this model, there are five 

phases and each phase has the equal numbers of tasks. Optimal 

allocation has been obtained along with phase wise optimal 

costs. The overall optimal cost is found to be 78. The detailed 

optimal results are mentioned in the table 1,  

 

 

 

Table 1. Optimal Results 

Phase Task Processor 
Phasewise 

Optimal Cost 

1 
t2 * t4 p1 

10 
t3 * t1 p2 

2 
t1 * t4 p1 

18 
t3 * t2 p2 

3 
t1 * t3 p1 

19 
t4 * t2 p2 

4 
t3 * t4 p1 

16 
t2 * t1 p2 

5 
t3 * t4 p1 

15 
t2 * t1 p2 

 

The overall optimal cost is thus calculated to be 215 units for 

this example. It also recorded that the suggested algorithm 

provides the better results and complexity as compared to earlier 

suggested algorithms of similar types. The time complexity of 

the present algorithm is observed to be O(kmn) which is much 

less as compared to [11] and [14] algorithms. 
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Table 2. Time Complexity 

Processors 

n 

Tasks 

m 

Phases 

k 

Time Complexity 

[11] algorithm O[k(5mn-n2)] [14] algorithm O(m2n2k) Present algorithm O(kmn) 

3 4 3 153 432 36 

3 5 4 264 900 60 

3 6 5 405 1620 90 

3 7 6 576 2646 126 

3 8 7 777 4032 168 

4 5 3 252 1200 60 

4 6 4 416 2304 96 

4 7 5 620 3920 140 

4 8 6 864 6144 192 

4 9 7 1148 9072 252 

5 6 3 375 2700 90 

5 7 4 600 4900 140 

5 8 5 875 8000 200 

5 9 6 1200 12150 270 

5 10 7 1575 17500 350 

 

From the above table 2, it is clear that present algorithm is much 

better for optimal allocation of tasks that upgrade the 

performance of distributed network. Following fig 1, 2 & 3 also 

shows the, time complexity comparison for the different values 

of n (i.e. 3, 4, 5) with the algorithms [11], [14] and present 

algorithm. 

 

Fig 1: Comparison Graph for n=3 

 

 

Fig 2: Comparison Graph for n=4 
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Fig 3: Comparison Graph for n=5 
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