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ABSTRACT 

The change in facial appearance due to illumination variation 

degrades face recognition systems performance considerably. In 
this paper, various states of art illumination normalization 

techniques have been explained and compared. The 

classification of the image recognition has been done using 

artificial neural networks (ANN). We have compared four 

illumination normalization methods which are (1)  discrete 
cosine transform (DCT) with rescaling of low frequency 

coefficients (2) discrete cosine transform (DCT) with discarding 

of low frequency coefficients (3) homomorphic filtering (HF) 

(4) gamma intensity correction (GIC).  These methods are 

evaluated and compared on Yale and Yale B Faces databases. 
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1.  INTRODUCTION  
During past several years, face recognition have received 

significant attention to establish personal authenticity. Several 

vendors around the world claim the working of recognition 

system successfully. It has been proved by the face recognition 

conferences such as AFGR[1] and ABVP[2]. Main applications 
of face recognition system are in public security, law 

enforcement ,and commerce such as mug shot database 

matching, identity authentication for credit card or driver 

license, access control, information security, and intelligent 

surveillance[3]. So far, face recognition technology have 
received very high accuracy under restricted environment such 

as frontal faces with indoor lighting conditions. However, 

illumination variation is still a challenging problem in this area. 

The same person can appear greatly  different under varying 

lighting conditions [4-7]. Therefore,  performance of automatic 
face recognition  deteriorates. 

Many approaches have been proposed to recognize the human 

faces under different lighting conditions. Model based 

approaches attempt to model the variations caused by variation 

in illumination.[8]. On the other hand, preprocessing based 
approaches transforms image directly without any prior 

knowledge or assumption of illumination [9]. However, model 

based approaches require the model of lighting which is difficult 

to get for real applications. So preprocessing -based approaches 

are widely used in which the illumination effect is removed in 
the preprocessing stage before classification. 

In the early face recognition approaches, principal component 

analysis (PCA) was applied at the recognition stage [10-13]. 

Advances in this algorithm were linear discriminant analysis 

(LDA), local binary patterns (LBP) [15], elastic bunch graph 

matching (EBGM) and independent component analysis (ICA) 
[14]. These algorithms demonstrated a good performance in 

various face recognition problems. However, if the lighting 

conditions varied, the recognition performance appears unstable. 

In this paper, artificial neural network (ANN) is used for 

training and testing of face recognition problem. An ANN is 
developed with a systematic step by step procedure which 

optimizes the learning capability. The input/output training data 

is fundamental for these networks as it conveys the information 

necessary for the optimal operating point. 

Before applying ANN, we have to normalize the variation in the 
appearance by the illumination compensation and normalization 

methods. Main methods used in this paper are: (1)  DCT with 

rescaling of low frequency coefficients is employed to utilize the 

fact that low frequency DCT coefficients are correlated with 

illumination variations. (2) DCT with discarding low frequency 
coefficients, in which an appropriate number of low frequency 

DCT coefficients are truncated to zero. (3) Homomorphic 

Filtering (HF) to reduce illumination effect while the reflectance 

after this procedure will be closer to the original reflectance. (4) 

Gamma Intensity Correction (GIC) method to normalize the 
overall image intensity to  a given intensity level. 

The rest of the paper is organized as follows: In section 2, the 

detailed theoretical background of the illumination 

normalization methods are given. In section 3, we trained ANN 

using the given data after using the normalization techniques. 
The results of all the methods used for illumination 

normalization are also given here. In section 4, we concluded the 

paper and lists possible improvements and further work. 

 

2. INTENSITY TRANSFORMATION 

FUNCTION FOR ILLUMINATION 

NORMALIZATION  
In intensity transformation process, intensity transformation 

operates directly on the pixels of an image. The intensity 
transformation process is denoted by the expression: 

 

              (1) 

                                    
where f(x,y) is the input image and g(x,y) is the output image 

after illumination normalization [16]. Illumination normalization 

method attempts to obtain a face image which is the image of 
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the same face captured under the predefined known lighting 

conditions. This normalization technique enhances the contrast 

of the image to increase the recognition rate for face recognition.  
 

2.1 DCT with rescaling coefficient 
First step in face recognition by rescaling of DCT coefficients, is 

histogram equalization. Histogram equalization `increases the  

local contrast of  object in the image. But, by using histogram 
equalization, illumination variations are not affected. Only 

illumination variations are shifted to the upward in the gray 

scale. This problem can be solved by our approach DCT with 

rescaling coefficients. It is because low frequency DCT 

coefficients are correlated with illumination variations. 
Elaboration of these steps have been explained below  

 

2.1.1 Histogram Equalization (HE)  
Histogram Equalization is the most common histogram 

normalization or gray level transform. It produces an image with 

equally distributed brightness levels over the whole brightness 

scale. It modifies the dynamic range of the image and hence 

normalizes the illumination of the image [16]. This can be 
explained as below:  

 The probability density function of the transformed 

gray level is  

 

(2)
                                              

 

Consider the transformation function 

 

                                (3)                     

                                                            
 

Where w is a dummy variable of integration. The rightmost side 

of equation (3) is cumulative distribution function (CDF) of r.  

Take derivative of s with respect to r is 

 

                               (4 )  

  

 

Substituting dr/ds into equation (2) yields 

 

                         (5)                                                 

 

This is a uniform density in the interval of the transform variable 
s. This result indicates that using a transformation function equal 

to the cumulative distribution of r produces an image whose 

gray level have a uniform density. This result can have a 

considerable effect in the appearance of a n image.  

 
2.1.2 Discrete Cosine Transform (DCT) 

The discrete cosine transform (DCT) represents an image as a 

sum of sinusoids of varying magnitudes and frequencies [17]. It 

is a popular technique for image compression. Example for DCT 
is in JPEG image compression. The forward 2D DCT of a MXN 

size image is defined as: 

 
     (6) 

 The inverse of DCT is defined as:  

 
                       (7) 

 

Where, m and n are the spatial coordinates in the image block 

and p and q are coordinates in the DCT coefficients block. 

 are the basis functions of DCT. 
 Figure 1 shows the properties of the DCT coefficients 

in  blocks with the zigzag pattern used by JPEG 

compression to process the DCT coefficients. The DC 
coefficient at the upper left corner of the image block holds most 

of the image energy and represents the proportional average of 

  blocks. The remaining coefficients denote the intensity 

changes among the block images and referred to as AC 
coefficients. 

 
Figure 1. Block feature of DCT coefficients and their selection 

in zigzag pattern. 

 

2.1.3 DCT with rescaling coefficients 
In a face image, low frequency DCT coefficients are correlated 

with illumination variations.  Therefore, illumination variation 

will lie in the low frequency components. We can select low 
frequency components for rescaling [18]. So, illumination 

variations under different lighting conditions can be 

significantly reduced by downscaling low frequency coefficient. 

The value by which the value of low frequency components are 

rescaled down are called Rescaling Down Factor (RDF). The 
number of low frequency DCT coefficient are to be rescaled is  
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denoted by Cresc. The actual number of low frequency DCT 

coefficients, selected for rescaling, can be calculated using 

following equation: 
 

Total number of low frequency DCT coefficients= Cresc .X (Cresc. 

-1 ) -1    (8) 

 

2.2 DCT with discarding low coefficients 
In this technique, illumination variation has been compensated 

by truncating low frequency components [19]. It is because 

illumination variation lies in the low frequency band. Evidently, 
the resulting results will act as an ideal high pass filter. 

 

2.3 Homomorphic Filtering (HF) 
An image I(x,y) may be characterized by two components: (1) 

the amount of source light incident on the scene being viewed 

and (2) the amount of light reflected by the object in the scene. 

These components are called illumination and reflectance 

components. So, an image can be represented as illumination-
reflectance model and expressed as: 

 

I(x,y)=L(x,y)R(x,y)                   (9) 

   

Where, L(x,y) is the illumination component and R(x,y) is the 
reflectance component. 

 This illumination-reflectance model can be used as the 

basis for a frequency domain procedure for improving the 

appearance of an image by simultaneous brightness range 

compression and contrast enhancement. Homomorphic filtering 
is a frequency domain filtering process that does that. After 

Homomorphic filtering [20] process, I(x,y), the process 

illumination normalization should drastically reduced due to 

high pass filtering effect, while reflectance R(x,y) after this 

procedure should still be very close to original reflectance. The 
steps for Homomorphic filtering are as follows: 

 

Step 1: First we have to take logarithm to transfer multiplication 

to addition, so that we could use multiplication or convolution 

property of Fourier Transform 
 

Z(x,y)=ln[I(x,y)]=ln[R(x,y).L(x,y)]= 

ln[R(x,y)]+ln[L(x,y)]                          (10) 

 

Step 2 : Use 2D Fourier Transform on equation (10) 
 

F{Z(x,y)}=F{ln[R(x,y)]}+F{ln[l(x,y)]}                (11) 

Or, 

Z(u,v)=FR(u,v)+FL(u,v)                                 (12) 

 
Step3 : Suppress low frequency component in frequency domain 

by using homomorphic filtering process 

 

S(u,v)=H(u,v).Z(u,v)= 

         H(u,v).FR(u,v)+ H(u,v).FL(u,v)                              (13) 
 

Where, H(u,v) is the homomorphic filtering function.  

 

Step 4: Take inverse transform of equation (13) 

 
s(x,y)=F-1{S(u,v)}= 

         F-1{H(u,v).FR(u,v)}+F-1{H(u,v).FL(u,v})      (14)             

 

Step 5: Take exponential operation to get the desired enhanced 

image 
 

I
’
(x,y)=e

s(x,y)                            (15) 

 

By taking exponential, the desired filtered and enhanced image 

I’(x,y)can be obtained. The complete procedure for 
homomorphic filtering is summarized in fig2 below: 

 

 
 

Figure 2 Homomorphic Filtering process 

 

2.4 Gamma Intensity Correction (GIC) 
Gamma correction has become increasingly important in the 

past few years, as use of the digital images for commercial 

purpose has increased gamma correction produces an output that 

is close in appearance to the original image. Gamma correction 

method corrects the overall brightness of the image to a 
predefined canonical face images. It is formulated as follows:  

 Predefine a canonical image I0, which has been lighted 

under some normal lighting condition. The given face I,  

captured under some unknown lighting condition. Its canonical 

image is computed by a Gamma transform pixel by pixel over 
the image position x, y:  

          (16)                                

   
where the Gamma coefficient γ * is computed by the following 

optimization process, which aims at minimizing the difference 

between the transformed image and the predefined normal face 

image I0  

   (17)                    

where I xy is the gray-level of the image position 

x,y; and 

                          (18)                                                           

is the Gamma transform; c is a gray stretch parameter, and γ is 

the Gamma coefficient. 

 Thus, from the above equations, gamma has the effect 

of adjusting overall brightness of all the face images to the 

same level as that of the common normal face I0. 
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3. EXPERIMENTAL RESULTS 

3.1 Face Databases Used 
In this paper, the experiments are carried out on the Yale Face 

Database B. This database contain face images with large 
illumination variations. Results are evaluated and compared for 

different illumination normalization methods discussed before.  

 

Yale Face Database B:  This database contains 10 subjects 

which contains 5760 single light source images under 576 
different viewing conditions (9 poses X 6 illumination 

condition). Every subject of one individual is divided into five 

subset according to the angle between light source direction and 

camera axis[21]. The azimuth and elevation of light source 

direction for these subsets are given in Table 1. For performing 
experiments, we used subset 1 as the training set and rest of four 

as the test sets. In this paper, comparison of various illumination 

techniques will be done on this database. 

 

 
3.2 Artificial Neural Networks  
 

Artificial Neural Networks are composed of simple elements 

operating in parallel. These elements are inspired by biological 

nervous system. Commonly, neural networks are adjusted, or 

trained, so that a particular input leads to a specific target output. 
In this paper we use Back Propagation Algorithm to solve the 

recognition problem. In this algorithm, input vectors and the 

corresponding target vectors are used to train a network until it 

can approximate a function, associate input vectors with a 

specific output vectors, or classify that vectors in an 
approximate way [22]. 

The architecture of network used for back propagation 

algorithm has been given in fig3. An elementary neuron with R 

inputs has been shown. Each input is weighted with an 

appropriate value w. 
 

 
Fig 3.  Neuron Model for Back Propagation Algorithm 

 

In Back Propagation, standard Gradient Descent Algorithm is  

used, in which the network weights are moved along the 
negative of the gradient of the performance function. One 

iteration of algorithm can be written as; 

 

(19) 
 

Where, is a vector of current weights and biases.  is 

current gradient and is the learning rate.  
 

There are two different ways in which this gradient 

descent algorithm can be implemented: incremental mode and 

batch mode. In the incremental mode, the gradient is computed 

and the weights are updated after each input is applied to the 
network. In the batch mode all of the inputs are applied to the 

network before the weights are updated. 
There are generally six steps in the training process: 

(1) Assembling the training data 

(2) Illumination normalization 

(3) Create the new object 

(4) Train the network 
(5) Simulate the network response to the network inputs 

(6) Calculation of recognition rate 

 

This algorithm has been applied to all the techniques of 

illumination normalization discussed before. A comparison 
between all these techniques using Back Propagation algorithm 

has been given in next section. 

 

3.3 Method Tested 
 

(a) No Enhancement: In this method, we have not use any 
normalization technique. No filtering or equalization 

method. Artificial Neural Network has been trained 
according to the given data set as input to the network 

without any enhancement.(fig 4a) 

 

(b) Histogram Equalization: In this method, the images are 

normalizes using Histogram Equalization method. 
Histogram Equalization enhances the contrast of images by 

transforming the values in an intensity image, so that the 

histogram of the output image has been uniformly 

distributed. (fig 4b).  

 
(c) Discrete Cosine Transform (DCT) with rescaling 

coefficients: It is a popular image compression technique 

used in JPEG image compression. In this technique, 

illumination variation can be compensated by down scaling 

the low frequency DCT coefficients. (Fig 4c)  
 

(d) Discrete Cosine Transform (DCT) discarding coefficients: 

In this technique, low frequency component can be 

removed by setting the low frequency DCT coefficient to 

zero. Setting the DCT coefficients to zero is equivalent to 
subtracting the product of the DCT basis image and the 

corresponding coefficient in th original image.  
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(e) . Gamma Intensity Correction(GIC):  In this method, 

Gamma function adjust the image intensity values  

GIC method corrects the overall brightness of the image to a 
predefined canonical face image (fig 4e). gamma correct ion can 

control the overall brightness of an image by changing the 

gamma parameter.  

 

(f) Homomorphic Filtering (HF): In Homomorphic Filtering,  
the images are normalized using High Pass Filtering 

process in frequency domain. This high pass filtering is 

done by Homomorphic Filtering. After Homomorphic 

Filtering (HF), illumination reduced drastically due high 

pass filtering effect, while reflectance is still very close to 

original reflectance. (fig 4f)  
 

The face images after  described normalization techniques is  

shown in fig 4..After doing normalization, back propagation 

method has been applied on Yale face database B.  

 

 

                                                  
 
                     (a) (b) (c) 

                                                                          

     
 

                        (d)                                                                                               

 

 

 

(e)                                                             (f) 
Fig 4 Example of images of  Yale Face Database after applying illumination normalization techniques  

 

3-4 Experimental Results  
Experiments are conducted on the Yale B face database with 

above mentioned illumination normalization techniques. Yale 
face database is publicly available for studying pose and 

illumination problem. This database contains images of ten 

persons with 64 different illumination conditions. The images of 

every subject have been divided into five subsets according to 

the angle that light source direction makes with the camera axis. 
In this database, subset 1 will be used as the training and rest of 

four subsets will be used as  the test set. First, the illumination 

variations are normalized by the normalization techniques 

described before. After that training and classification has been 

done by using back propagation algorithm. The comparison of 
different illumination normalization techniques has been given  

in table 2. The recognition error rate with subset 2 is zero or 

almost negligible. Since this set contains face images with small 

illumination variations, so in table2, the recognition error with 

subset 2 is not shown.  
 

Table 2. Illumination rate comparisons of different illumination 

normalization methods on Yale Face Database B (subset 1 is 

used as the training images for each person)  
 

 

 

Illumination 
normalization 

techniques 

 
Subset 

3 

 
Subset 

4 

 
Subset 

5 

No 

Enhancement 

 
3.3 

 
47.142 

 
85.789 

Histogram 

Equalization 

 
0 

 
31.42 

 
43.157 
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Gamma 

Intensity 
Correction 

 
0 

 
27.12 

 
36.482 

Homomorphic 

Filtering 

 
0 

 
26.42 

 
37.368 

DCT with 
Discarding 

Coefficients 

 
1.2 

 
25.743 

 
17.222 

DCT with 

Downscaling 

Coefficients 

 
1.2 

 
25.743 

 
11.185 

 
 

4. Comparison 

A comparison of different illumination normalization techniques  

has been given in table 2. These techniques have been trained 

using Back Propagation Algorithm. As can be seen from table, 
DCT with downscaling coefficients gives the lowest error rate as 

compared to other techniques. Therefore, DCT with 

downscaling coefficients performs better and give better results 

than other techniques for illumination normalization. 

 

4. CONCLUSIONS 

 
In this paper, comparative analyses of various illumination 

normalization techniques have been presented. We aim to 

minimize the recognition error rate which occurs due to 

illumination variations. Training and recognition rate has been 
calculated using artificial neural networks.  The comparison of 

method has been evaluated with the YaleB face database. The 

results show that proper rescaling down of sufficient number of 

low frequency DCT coefficients can give the better results for 

the face recognition. Further research can be conducted to 
improve recognition error rate more to deal with the problem of 

pose also. 
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