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ABSTRACT 

In this paper, we proposed a parametric model based facial 

animation synthesis. In the proposed algorithm various facial 

expressions are generated using the parametric models and the 

novelty of the algorithm is that new expressions can be generated 

by blending selected expressions. A complete parameterized 

model for faces would allow the animator to create any facial 

image by specifying the appropriate set of parameter values. 

Using the interface developed along with the proposed algorithm, 

these images can be used to develop an animation based on an 

interactive system, virtual reality and games. Interface allows 

selection of linear and non linear interpolation, play animation 

and save animation. In this paper we have highlighted 

advantages and disadvantages of linear and non linear 

interpolation and proposed a method which incorporates 

advantages of both. 
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Parametric model, facial animation, blending, interpolation, key- 

frame etc.  

1. INTRODUCTION 
The methods used for generating facial animation are mainly 

classified in three categories in the literature [17]:  Key framing, 

Parameterization and Muscle-based modeling. In key frame 

animation [5], the desired images are specified at different points 

of time. A computer algorithm generates the necessary images for 

the frames in between these key frames. Parke and Waters [1] 

are pioneers in the facial modeling and animation. In [1], the key 

framing has been used and the face is animated using cosine 

interpolation. Developing the required 3-D key frame 

descriptions is difficult as the number of key frames needed 

becomes large. As a result new system was proposed which 

defines a set of expression parameters for different parts of the 

face [5]. Each expression parameter affects a set of vertices of 

the face model and generates key frame. The disadvantage of the 

parametric systems is that they cannot easily blend facial 

expressions since each parameter affects a disjoint set of vertices 

in the face model.  

Platt S M [2] has proposed structured based facial models which 

are based on the anatomy of the face. However, all these models 

do not take into account the fact that the face is not only a 

geometric model but a complex biomechanical system. So 

Terzopoulos and Waters [3] have proposed physically based face 

models to overcome these limitations. They model the face in a 

layered fashion and incorporate an anatomically based muscle 

model with a physically based layered tissue model [18]. 

Anatomically based muscle models [4] are first used by waters to 

animate major facial expressions. Later methods based on 

parameterization and muscle based modeling [5, 4] are proven to 

be efficient and provides the realistic view. The problem with 

these approaches is that the number of parameters is very large 

and the model is very complex because of muscle structure. In 

this paper, we proposed the hybrid technique for facial animation 

generation which uses key framing but the novelty is that key 

frames are described by the set of parameters. 

One of the most important issues in the facial animation is 

representing the universal expressions of the face, such as fear, 

anger, happiness, surprise and sadness etc. In our proposed 

system these expressions are represented by the parametric 

models. The proposed algorithm needs only the set of values for 

these parameters like lip width, jaw angle, eyes width, eyelid 

position, eyebrow position, gaze height and gaze width. Based on 

these parameters the position of corresponding vertices is 

interpolated. We also propose a method to generate new 

expression through the blending of selected expressions. Users 

can select key frames and intermediate frames are generated by 

using linear and non linear interpolation. Realistic face image is 

produced by changing the position and color of light source. 

More realism is added with texture mapping. 

The paper is organized as follows: Section 2 describes face 

model. It is followed by expression generation and facial 

animation in section 3 and 4 respectively. Section 5 describes 

graphical user interface. The simulation results and conclusion 

are discussed in section 6 and 7. 

2. PROPOSED FACE MODEL  
The face model is the part of head model. The head model may 

be obtained using photographs [10], 3D scanning [19] or 

modeling using special software. Models can use different 

representations, like polygon mesh and B-Spline. The animation 

can also be generated in several different ways, like morphing 

geometry between different pre-modeled faces, simulating 

muscles of the face, or using sensors or trackers. In the proposed 

method, we have created polygon-based (triangle mesh) head 

model to generate realistic image of face. Wire-frame model is 

shown in Figure 1. 
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In addition to accurately capturing the shape of the head it is also 

important to structure its geometry in a way that will later permit 

naturalistic facial animation. This typically involves arranging 

the polygons of the surface to align with the muscles of the face. 

Notice in the wire-frame model that the polygons conform to the 

shape of the cheek, lip, eye, forehead, ears, nose and eye-brows 

etc. The polygons are sized and positioned to match the features 

of the face. There are many small polygons in areas of high 

curvature and fewer, larger polygons in the flatter regions. Also, 

polygon boundaries are designed to coincide with the desired 

creases in the face. Our proposed model consists of 350 triangles 

and 215 vertices. 

 

 

 

 

 

 

 

 

Figure 1 3D Mesh model of face 

Figure 2 (A) Eyebrow (B) Eyes (C) Mouth (D) Tongue (E) 

Teeth 

 

For this model, image generation is based on surfaces 

constructed from connected networks of polygons. The facial 

mask is one polygonal surface, and lip[6,14] is another; teeth, 

tongue and eyebrows are separate polygonal surfaces as shown in 

Figure 2.  To model the eye, two spheres with different radius 

are used. Smaller sphere is drawn with black color to form pupil 

and big sphere is drawn with white color as shown in Figure 2. 

 

The polygonal connection, or topology, of each surface depicted 

in Figure 1 and Figure 2 remains constant, but the three 

dimensional position of each polygon vertex varies according to 

the parameter values, eye orientation, and face orientation etc. As 

the vertex positions change, the polygonal surfaces flex and 

stretch to allow the face to change.  

 

 

 

 

 

 

 

 

 

 

Figure 3 Rendered face 

 

For simulation, we have rendered the face model using OpenGL 

[12]. In Figure 3, we see this model with smooth shading, 

realistic textures and lighting effects. Once the model has been 

built, any of the facial animation techniques can be used to 

animate it. This model is implemented in such a way that it is 

both data and parameter driven. Data files define the polygon 

topology and the extreme vertex positions used for interpolation. 

The parameter values can be selected interactively. 

3. EXPRESSION GENERATION 
Parameterized models can produce realistic images of human 

faces with a surprisingly small number of parameters [5] and that 

can be manipulated easily. One of the most widely used 

techniques in facial animation is key-framing based on facial 

parameters.  Combinations of parameters provide a large range of 

facial expressions. Expressions are generated by moving and 

deforming various control vertices of face model according to 

parameter values. 

3.1 Expression Parameters 
 Expression parameters found useful for the eyes include pupil 

dilation, eyelid opening and eyebrow position. Useful expression 

parameters for the mouth include jaw rotation (which controls 

mouth opening), width of the mouth, mouth expression (smiling, 

frowning, etc.), position of the upper lip, and positions of the 

corners of the mouth [21,22]. Other useful expression parameters 

include the orientation of face (head) with respect to the neck 

and the rest of the body. With very few parameters, it is possible 

to develop a model that allows interesting expression animation 

and can be animated to a spoken soundtrack. 

Our system provides left/right head movement by rotating about 

y-axis, up/down head movement by rotating about x-axis and 

head tilt by rotating about z-axis. Various facial expressions are 
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(1) 

generated by changing the mouth width, mouth opening/closing, 

eye-brow position, eye opening/closing and changing the position 

of pupil. Table 1 summarizes all parameters that we have used 

and its corresponding vertices. 

Table 1 Parameters and their corresponding vertices 

Face 

Expression 
Parameter Vertices 

Head Up/Down xangle All 

Head Left/Right yangle All 

Head Tilt 

Left/Right 
zangle All 

Mouth 

Wide/Pucker 
lipwidth 

x position of a, b, 

c, d, f, g, h, i, j, k, 

l, m, n, o, p, q, r, s, 

t, u, v, w, x, y 

Mouth 

Open/Close 
jawangle 

y position of a, i, j, 

k, l, m, n, o, p, u, 

v, w, x, y,  

 J, K, O, N, T, U, 

V 

Eye-brow 

Up/Down 
eyebrow 

y position of 25, 

27, 28, 30, 32, 33 

Eye Open/Close eyelid 

y position 2, 3, 4, 

5, 6, 8, 9, 10,11, 

12, 14, 15, 16, 17, 

18, 20, 21, 22, 23, 

24 

Pupil  Up/Down 

Left/Right 

gazeheight 

gazewidth, 

x and y position of 

25, 26 

Smile smile 
x and y position of 

a, b, p, o, h, i, j, u 

 

3.2 Facial Expression 
We define an expression as any change in the face geometry. In 

our system user can generate any expression by selecting 

appropriate parameters values. System also provides facial 

expression like natural, fear, sad, tired, surprise, angry and 

happy [20, 23]. In Table 2 various facial expressions of our 

system and responsible parameters are displayed. 

Table 2 Facial Expressions and corresponding parameters 

Expression Parameters 

Fear yangle , jawangle , eyebrow , 

eyelid 

Sad jawangle , eyebrow , eyelid 

Tired yangle , eyelid , zangle 

Surprise jawangle , eyebrow , eyelid 

Angry jawangle , eyebrow , eyelid 

Happy jawangle , eyelid, lipwidth, 

smile 

 

3.3 Blend Shape Technique 
 Shape interpolation (blend shapes, morph targets, and shape 

interpolation) is the most intuitive and commonly used technique 

in facial animation practice. A blend shape model [7] is simply 

the linear weighted sum of a number of topologically conforming 

shape primitives. It is given as (1). 

 

Vj = ∑Wk * Bkj  

                       

 

Vj is the jth vertex of resulting model, Wk is blending weight 

(0<Wk<1), and Bkj is the jth vertex of the kth blend shape. The 

weighted sum can be applied to the vertices of polygonal models. 

This technique combines the effects of multiple expressions. 

Figure 4 shows an example of result of blending two expressions. 

Simpler expressions can be combined visually and interactively 

to create more complex expressions. 

3.4 Rendering 
Smooth shading [16] is used to form realistic face image. More 

realism is added with texture mapping [13] as shown in Figure 5. 

In this expression, we have mapped texture image of scratches 

(see Figure 6a) on forehead. For realistic look of teeth we have 

mapped texture image of teeth (see Figure 6b) to teeth surface. 

User can also change the position of the light source. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 Generating expressions with blending shape 
technique 
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(2) 

(3) 

(6) 

(4) 

(5) 

 

 

Figure 5 Achieving reality with texture mapping 

 

Figure 6 (a) Scratches image   (b) Teeth image     

4. ANIMATION GENERATION 
Once the expressions are modeled as described above, it is time 

to animate our character [15] of interest. As mentioned earlier, 

we have used key-frame approach of animation. Every facial 

expression can be stored as key-frame by storing the values of 

parameters. After all key-frames are defined, animation can be 

created by generating intermediate frames. Intermediate frames 

are generated by interpolating the parameters values of 

successive key-frames. Our algorithm supports three types of 

interpolation: (i) Linear, (ii) Cubic B-spline and (iii) Cardinal 

Spline. When number of key frames is more than two, with 

linear interpolation jerky and abrupt movement is observed at 

joint point of key-frames [8]. Smooth animation is achieved with 

the help of non-linear animation (B-spline and Cardinal Spline). 

Advantage of Cardinal spline over B-spline is that the curve 

interpolates all the points specified. In our developed interface, 

when user select to save the animation, only parameters values of 

all key-frames are saved in the file. The same animation can be 

loaded using ‘Load Animation’ option and ‘Play Animation’ 

option allows us to play a loaded animation. This following 

section describes the different interpolation techniques in brief. 

4.1 Linear interpolation 
Linear interpolation between two points p[i] and p[i+1] is given 

by (2).  It results in straight line between two points. 

Parameter=P[i]+f*(P[i+1]-P[i])/(N-1), 0<=f<=N-1 

Here f is current frame and N is total number of frames 

between two key frames. 

4.2 Cubic B-spline interpolation 
In case of B-spline [9] and Cardinal Curves [8], the curves are 

generated considering the value of each parameter of each key 

frame as control vertex. Cubic B-spline curve starting nearby p[i] 

and end nearby p[i+1] is defined as 

Q(F) = ((1-F)3/6)*p[i-1] +((3*F3-6*F2 +4) /6)*p[i] + 

((-3*F3+3*F2+3*F+1)/6)*p[i+1] + (F3/6)*p[i+2] 

F=1.0*f/ (N-1) 0<=f<=N-1 where f indicate current frame and N 

indicate total number of frames between two key frames. 

4.3 Cardinal Spline interpolation 
A cardinal spline section is specified with four consecutive 

control points in which two middle control points are section 

endpoints and other two are used in the calculation of endpoint 

tangents. Special care is taken so curve interpolates first and last 

point properly. Cardinal spline passing through points p[i] and 

p[i+1] is specified with four points p[i-1],p[i],p[i+1] and p[i+2]. 

Tension parameter controls looseness of the cardinal spline 

section. Smaller values of tension tend to produce tighter curves 

and the motion at the control point is more abrupt. Increasing the 

value of tension will relax the curve at the control points and 

slow down the motion at the control points. Figure 7 give the 

animation plot for tension=0.1 and tension=1.0.  

 

Tangent1 (Q`(p[i]))= (1-tension)*(p[i+1]-p[i-1])/2 

Tangent2 (Q`(p[i+1]) )= (1-tension) *(p[i+2]-p[i])/2 

Q (F) = (2*F3-3*F2+1) *p[i] + (-2*F3 +3*F2) * p [i+1] 

+ (F3 -2*F2 +F) *tangent1 + (F3-F2) * tangent2 

 

F=1.0*f/ (N-1) 0<=f<=N-1 where f indicate current frame and N 

indicate total number of frames between two key frames. 

5. GRAPHICAL USER INTERFACE  
With the proposed algorithm, complete animation system has a 

graphical user interface as shown in Figure 8 developed using 

GLUI user interface library [11]. User interface is event-driven 

and contains buttons to draw the face according to the specified 

rendering mode like wireframe, flat/smooth shaded and textured. 

Also GUI support buttons for eye control, mouth control, head 

control and various expressions. Buttons are also provided to set 

key-frame, save animation, play animation, save picture (image 

of face in BMP format [8]), select type of interpolation, change 

the position and color of light source and selecting number of 

frames per second. 

Figure 7 Animation plot for tension=0.1 and 1.0 
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Figure 8 Graphical user interface 

6. SIMULATION AND RESULTS 
The proposed algorithm is implemented using OpenGL and GUI 

is designed as discussed above. Animation frames generated by 

Linear Interpolation are shown Figure in 9. The faces with 

different expressions like fear, sad, tired, surprise, angry and 

happy is shown in Figure 10. The facial states could be saved as 

a key-frame together with a light position. Figure 11 depicts 

various expressions generated by applying blending technique to 

combine expressions presented in Figure 10. In Figure 12, face 

rendered by changing diffuse color, specular color and light 

position is shown. Figure 13 shows the comparison among three 

interpolation techniques. When key-frames are more than two 

non-linear interpolations give better result than linear 

interpolation. Non-linear interpolation does not retain values of 

adjacent key frames when these are equal. Figure 14 shows that 

jaw angle value remains same during key frame 10 and 20 but 

Cardinal spline does not retain value. So we have modified 

Cardinal spline interpolation which dynamically make decision 

and do not do interpolation between Key-frames whose 

parameters value remains same. Figure 15 shows the correct 

result for same. 

 

 

 

 

 

 

 

Figure 9 Animation frames generated using linear 

interpolation. 

 

Figure 10 Expressions (a) Fear, (b) Sad, (c) Tired, (d) 

Surprise, (e) Angry and (f) Happy 

 

 

 

Figure 11 Expressions generated with Blending (a) Fear and 

Sad, (b) Tired and Surprise and (c) Angry and Surprise  
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Figure 12 Face rendered by changing (a) Diffuse Color  

(b) Specular Color (c) Light Position. 

 

Figure 13 Comparisons among three interpolation techniques 

 

 

Figure 14 Comparisons between linear and cardinal spline 

interpolation 

 

 

 

 

Figure 15 Modified cardinal spline interpolation 

7. CONCLUSION AND FUTURE WORK 
Our proposed algorithm allows one to define the parametric 

models for various expressions and it also generates new 

expression by applying the blending to the existing expressions. 

The interactive system developed as a part of the proposed 

algorithm is very useful tool to design the facial animation. Our 

parametric model for expressions allows us to define any 

expression in terms of few parameters and using the 

interpolation the sequence of images can be generated for 

animation. User is also able to work with solid model as well as 

wire-frame model. Face with single or multiple expressions can 

be saved as key-frame. User can see the effect of linear, Cubic B-

spline and Cardinal spline interpolation during playing 

animation. Cardinal spline interpolation is giving best result 

even though parameters retain values between two adjust key 

frames. User can save entire animation and play it later on. Our 

system is very useful for synthesis realistic face by changing 

position of light source and material properties like diffuse and 

specular color.  

 

Our system provides all features necessary for complete facial 

animation system. Existing systems do not provide all of them.  

Expression generation by blending technique, texture mapping 

for realistic look and user friendly Graphical User Interface are 

distinctive features of our system. 

The proposed algorithm can be extended to generate facial 

animation by incorporating sound with facial expressions.  
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