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ABSTRACT 

We may presume the neural networks are simplified 

models of the biological neurons system. The 

Artificial Neural Network (ANN) is an information 

processing system which is inspired by brain learning 

system.    It is assumed that brain is composed of a 

large number of highly interconnected processing 

elements working in groups to solve specific 

problems. Various networks and algorithms have been 

proposed to enhance the machine learning process and 

to achieve some thing new. In this paper we have 

proposed a moderate algorithm for multistage artificial 

neural network. 
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1. INTRODUCTION  

Artificial Neural Network is a precise tool to represent 

a technology that is in the disciplines of 

neurosciences, mathematics, physics, computer 

science and engineering. The advent of neural 

networks saw the area of artificial intelligence grows 

rapidly as a tool for many undecided events. These 

studies have huge possibilities to design a competent 

Artificial Neural Network resembling and enhancing 

brain efficiencies. To achieve the goal many algorithm 

in this field have been proposed by various authors.  

Here we propose a moderate algorithm for multistage 

Artificial Neural Network.  
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If we choose an activation function                                     
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The system output y for first stage of network for the 

weight vector  

 

         w = ( nww ,...,1  )  

may be taken as  ( 10 ≤≤ iw  ), 
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Similarly for second stage output        

            syy ,...,1     

we would have 
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Then the total output Z  with an unified activation 

function     
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may be taken as (Because in case of indefinite large 

numbers the probabilistic models are best suited for 

infinity ) 
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by using identity [9], 
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    In case of symmetrical layers h(m+n) may be taken 

as constant, say k. Also a group of neurons are similar 

in structure, the f(m) and g(n) in (1) may be taken as 

modular parameters  
mλ  and  

nµ  say. So we have 
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Also if the network configures with   λ  = µ  = 1 

then 

    Z =  k 
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i.e.  the second stage output Z will be proportional to 

exponential weighted sum of inputs and first stage 

outputs. 

 

   Choosing Y = O, We get 

 

      Z ∝   
WXe  

 

A result obtained by the author [10]. 
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