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ABSTRACT 

Nowadays, automatic defects detection in MR images is very 

important in many diagnostic and therapeutic applications. This 

paper introduces a Novel automatic brain tumor detection method 

that uses T1, T2_weighted and PD, MR images to determine any 

abnormality in brain tissues. Here, has been tried to give clear 

description from brain tissues using Gabor wavelets, energy, 

entropy, contrast and  some other statistic features such as mean, 

median, variance, correlation, values of maximum and minimum 

intensity .It is used from a feature selection method to  reduce the 

feature space too. this method uses from neural network to do this 

classification. The purpose of this project is to classify the brain 

tissues to normal and abnormal classes automatically, that saves 

the radiologist time, increases accuracy and yield of diagnosis. 
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1. INTRODUCTION 
Body is made of many cells. Each cell has specific duty. The cells 

growth in the body and are divided to reproduce other cells. These 

divisions are very vital for correct functions of the body. When 

each cell loses the ability of controlling its growth, these divisions 

is done with any limitation and tumor emerges. Tumors, their self, 

are divided to tow classes: benign and malignant. According to a 

statistical report published by the Central Brain Tumor Registry of 

the United States (CBTRUS), approximately 39,550 people were 

newly diagnosed with primary benign and primary malignant 

brain tumors in 2002 [1-3]. Furthermore, in 2000, more than 

81,000 people, in the United States alone, were living with a 

primary malignant brain tumor and 267,000 were living with a 

primary benign brain tumor. The same report indicates that the 

incidence rate of primary brain tumors, whether benign or 

malignant, is 14 per 100,000, while median age at diagnosis is 57 

years [3]. 

According to upon statistics, it is clear that medical imaging has 

strong function to increase the   yield and accuracy of tumor 

diagnosis in short time. Medical imaging is divided to two classes 

of anatomical and physiological. The anatomical imaging contains 

CT, Ultrasound and MRI.  

MR imaging technique, because of good ability in showing 

difference between soft tissues, high resolution, good contrast and 

non invasive technique for using no ionization rays is very    

appropriate. this paper uses images that are provided from this 

technique. Specially, main purpose of this work is, design, 

implement and evaluate strong system with complete pattern to 

extract diverse features that increases accuracy of tumor diagnosis 

with analyzing T1, T2_weighted and PD brain MR images. 

Moreover at the methods section, it has been explained about the 

principles of MR imaging technique and segmentation problem. 

Segmentation is the first and most important step in every work 

that related to image processing. In this section after a short 

explanation about the image data set and technique which is used 

to create input images, is explained about the preprocessing steps. 

Images usually contain one or more type of noise and artifact. In 

medical images, because of diagnostic and therapeutic 

applications, this issue is critical. Specially in MR images, 

inhomogeneous magnetic fields, Patient motions duration  

imaging times, thermal noise and exist of any metal things in 

imaging environment, are some  reasons that can create noises and 

artifact, though in most of times, are not very important because 

of human studies on images ,but these are one of the main causes 

for computational errors in automatic or semi automatic  image 

analyzing methods and so it is needed  to be removed by 

preprocessing procedures before any analyzing. At next section, 

paper explains about the image processing procedures that itself 

divides to feature extraction, kernel F-score feature selection and 

neural network subsections. In each subsection it has been 

explained about details. At result section, it will be mentioned 

some results and show one of the output images has been 

provided from my project. the yield and accuracy of method is 

measured, using sufficiency indexes. At last, the conclusion 

section, tells the advantages and disadvantages of this work. Some 

other future works in this field has been purposed in this part too.  

2. MATERIALS AND METHODS 

2.1 Input Data Sets 
MR images that have been used in this paper are T1_weighted, 

T2_weighted and PD images.  T1_weighted  MR  images shows 

the hard tissue  darker  gray scale density than neighbor tissues  

and in T2_weighted and PD, MR images the hard tissue is brighter 

gray scale density  than neighbor tissues but in all MR images 

modalities, the normal tissues are almost similarity gray scale 

density.  Because of tumor tissues are harder than the normal 

tissues so abnormalities are seen darker than their neighbor tissues 

in MR images and are brighter than their neighbor tissues in 

T2_weighted and PD, MR images but in all types of MR images 

the normal tissues are almost similar. Most of the tumors are 
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heterogeneous tissues and their mean values of relaxation time are 

not at all sufficient to characterize the heterogeneity of the 

different tumor  types [7, 8]. 

Providing an analyze from (T2_T1) and (PD_T2) images as input 

image can be used for accurate description from intensity values 

of abnormal tissues .so better contrast and good remove of normal 

tissue at brain MR image is obtained. It has been  used from these 

images as input images for processing. The images have been 

obtained from 100 normal brain tissues and 100 abnormal brain 

tissues. In (Figure 1) one normal and abnormal input image has 

been showed. 

   

(a)                          (b) 

Figure 1: input image   a) abnormal   b) normal  

2.2 Preprocessing 

Images usually contain one or more type of noise and artifact.  

In medical images, because of diagnostic and therapeutic 

applications, this issue is critical. Specially in MR images, 

inhomogeneous magnetic fields, Patient motions duration  

imaging times, thermal noise and exist of any metal things in 

imaging environment, are some  reasons that can create noises and 

artifact, though in most of times, are not very important because 

of human studies on images ,but these are one of the main causes 

for computational errors in automatic or semi automatic  image 

analyzing methods and so it is needed  to be removed by 

preprocessing procedures before any analyzing. Here, 

preprocessing is equal to remove seeds from images and increase 

contrast between normal and abnormal brain tissues. The 

procedure have been used here are Histogram equalization, using 

Median filter, using Un sharp mask, thresholding and using from 

Mean filter respectively for each image.In this step, two-

dimensional discrete Fourier transform is computed for images. 

To reduce the noise a 3 by 3 pixel mean filter was implemented. 

This filtered averaged 9 points thus reducing the noise by 3. 

Because a single pass of this filter did not seem to provide 

sufficient noise reduction, the image was passed through the filter 

a second time (Figure 2). 

 
                                             (a)                     (b) 

Figure 2: Fourier transform   a) abnormal   b) normal 

As it is obvious at images, the Fourier transform of normal tissue 

is intensive, whereas it is widespread and amorphous in abnormal 

images. This difference can be done as one feature named entropy 

that will be explained at the next sections. 

2.3 Image Processing 

2.3.1 Feature extraction 
The purpose of feature extraction is to reduce the original data set 

by measuring certain properties, or features, that distinguish one 

input pattern from another. The extracted features provide the 

characteristics of the input type to the classifier by considering the 

description of the relevant properties of the image. [8]. 

The analyzing methods have been done until now used values of 

pixels intensities, pixels coordinates [8,18,19] and some other 

statistic features such as mean, variance or median which have 

much error in determination process and low accuracy and 

robustness in classification [8-19]. 

It has been explained about the features  that have been  used in 

this paper which are divide to two classes of statistic and non-

statistic features. X (i,j) is the value of intensity for location of 

(i,j) at variation of y, x between pixels. 

 

2.3.1.1 Statistic features 
Mean: The mean is defined as below: 

       Mean (M) = m:                (1) 

Standard deviations: It is square of variance. The variance is 

defined as below: 

    Variance (V) =        (2) 

Entropy: A measure of non uniformity in the image based on the 

probability of co-occurrence values:                                                          

     Entropy=                           (3)                        

Where, N is the number of gray levels, equal to 256 for images in 

the present study. R is equal to the total number of pixel pairs 

used for the calculation of texture features in the specified angular 

direction. 

Median: The value that multiplicity of upper values and lower 

values are equal. 

Contrast: A measure of difference moment and is defined as 

below:        

             Contrast=                  (4) 

Energy:  A measure of homogeneity that can be defined as: 

               Energy=                             (5) 

Inverse Difference Moment:  A measure of local homogeneity that 

can be defined as below:                                                                              

                              (6) 

Correlation: A measure of linear dependency of brightness and 

can be defined as below: 

                 Correlation=             (7) 

    ,         (8) 
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,          

                                                        

In the above expressions,   are the mean and 

standard deviation values of GCM values accumulated in the x 

and y directions, respectively. 

Line Plot: From the plots in (Figure 3) it can be seen that there is 

a local minimum and a local maximum in the normal images at a 

frequency between 50 and 150 mm-1. This would indicate that 

normal cells contain regular features which repeat, where as the 

abnormal cells do not contain this repeating nature. 

 

.                                 
                                    (a)                               (b) 

Figure 3:  line plot   a) abnormal   b) normal 

2.3.1.2 Non statistic features 
Gabor wavelets 

Gabor wavelets transforms like other wavelets transforms have a 

good attribute in image processing and machine vision. These 

wavelets assemble tools for processing the image at frequency 

space and best advantage of them is unruffled variations in 

frequency space. if I(z) be the input image with gray level 

intensity values, image Gabor wavelets transforms is computed 

from convolution of one element from Gabor wavelets with input 

images ,such as below: 

            (z)= I (z)* (z)                             (9) 

Where * is convolution operator, O is transform result, ψ is the 

wavelet that has been applied in the transform with the side of μ 

and magnification of υ. Gabor wavelet equations actually express 

the simple wave with the certain frequency and side which has 

been trammeled under  the Gaussian function. This equation can 

be defined with different forms depends on type of coordinate 

systems such as Cartesian and polar.The standard formula of 

Gabor wavelet is as below:                                                                                                                                                                  

(z)=  exp            (10) 

In this equation, k, express the length and side of wave and is 

computed from the equation which is as below: 

       ,   = =               (11) 

  In this equation, μ has been multiplied by π/8 and have made the 

phase of k, so have integer values between 0 and 7. Upper values 

create waves with repetitive sides. Υ can have values between 0 

and 4 and so, we have 40 wavelets with different sides and sizes. 

Here has been showed one of the Gabor wavelet elements and δ = 

2π, k ma =π, f = 2, μ = 2, υ =3 has been showed at (Figure 4). 

 

        

(a)                                     (b) 

Figure 4:  Gabor wavelet   a) 2D   b) 3D 

As showed in the (Fig. 4) Gabor wavelet is the wave with descent 

amplitude. 

 Here, has been explained the way of extraction feature from 

image. The Fourier transform of image windows that want to 

decide about them is multiplied at Gabor wavelet Fourier 

transforms and after that, computed inverse Fourier transforms 

merged and make the features of desired matrix. It is obvious that 

all these features are too much for each step and increase the 

detection process time and so should be reduce with the feature 

selection space algorithm which mentioned at next section. 

2.3.2 Feature selection 
Kernel F-score method 

First, the F-score method is explained and after that, it is 

explained about the kernel F-score method. Readers can refer to 

[20] for more details. 

F-score method is a basic and simple technique that measures the 

distinguishing between two classes with real values. In F-score 

method, F-score values of each feature in dataset are computed 

according to following equation (Eq. (12)) and then in order to 

select the features from whole dataset, threshold value is obtained 

by calculating the average value of F-scores of all features. If the 

F-score value of any feature is bigger than threshold value, that 

feature is added to feature space. Otherwise, that feature is 

removed from feature space. Given training vectors x k, k = 1,. . . 

,m, if the number of positive and negative instances are n+ and n-, 

respectively, then the F-score of the i-th feature is explained as 

follows: 

(12) 

 

 

Where is the average of the i-th feature of the 

whole, positive, and negative data sets respectively. , is the  i-

th feature of the k-th positive instance and  is the i-th feature 

of the k-th negative instance. The numerator shows the 

discrimination between positive and negative sets, and the 

denominator defines the one within each of the two sets. The 

larger F-score for one feature means this feature is more 

discriminative. But a disadvantage of F-score method does not 

take the mutual information between features into account. In the 

proposed feature selection method, kernel F-score feature 

selection method is provided both to transform from non-linearly 
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separable dataset to linearly separable dataset and to decrease the 

computation cost of classification algorithm. First of all, input 

spaces (features) of dataset have been mapped to kernel space 

using Linear (Lin) or Radial Basis Function (RBF) kernel 

functions. In this way, the dimensions of datasets have 

transformed to high dimensional feature space. After transforming 

from input space to kernel space, the F-score values of datasets 

with high dimensional feature space have been calculated using F-

score formula. And then the mean value of calculated F-scores 

has been computed and also this value is selected as threshold 

value. If the F-score value of any feature in datasets is bigger than 

threshold value, that feature will be selected. Otherwise, that 

feature is removed from feature space. Thanks to KFFS method, 

the irrelevant or redundant features are removed from high 

dimensional input feature space. The cause of using kernel 

functions transforms from non-linearly separable medical dataset 

to a linearly separable feature space. 

2.3.3 Purposed method 
Proposed method contains 2 steps. In first step, defiant structures 

are estimated using a neural network and the statistic features that 

have been explained .These structures are thought be part of 

tumor or contains tumor. 

In second step, finally it is decided about which defiant structures 

are really tumor or contains tumor using another neural network 

and non statistic feature (Gabor wavelets). At end, it has been 

done some post processing procedures with morphological 

procedures such as filling and connected components algorithms 

to connect the probable discrete points which are exist at image. 

Tumor location is determined by measuring the primary and 

extremity points coordinates and then compute lengh, width and 

height for measuring the volume of tumor. The parts below have 

explained more about each stage. 

2.3.3.1 First stage: finding defiant structures 

In this stage, each input feature vector contains all features that 

are mentioned at the statistic features. At each pixel such as x, the 

feature vector of F(x) formed from 9 line of vector. In other word 

F(x) = [ I(x) R(x) P(x) A(x)  E (x) C(x) M (x ) V(x) D(x) ] where 

I(x)  R(x)  A(x)   E(x)  C(x)  M (x )  V(x)  D(x), are Inverse 

Difference Moment, Entropy, Energy, Contrast, Mean, Standard 

deviation, Median at the mask with the size of 3 with desired pixel 

center after passing through feature selection stage respectively. 

P(x) is the number of the peaks at the line plot. Here, one MLP is 

used  to explain the relationship between inputs and outputs. 

Different architectures have been tested and finally selected one 

neural network with 9 neuron(input features ) at input layer,5 

neuron at first hidden layer,3 neuron at second hidden layer, and 

one neuron at the output layer. The output features are distance 

function from tumor structures. This function is subset of defiant 

functions in description of structures and is positive at tumor 

regions, is zero on the boundary and negative at other areas. At 

the point that are Adjacent to boundary the absolute values 

decreases. 

The neural network   has been trained using back propagation 

algorithm and training process has been continued until the Mean 

Square Error (MSE) became constant. At this stage is not  

expected  that MSE be zero, because have been  used from 

statistic features and know some points that is determined by 

network as tumor are not really tumor or contains no tumor. The 

training process lasts about 9 hours. 

2.3.3.2 Second stage: accurate tumor determination 

First stage outputs are diverse between different areas. The first 

stage neural network outputs are merged .this neural network, 

works such a classifier not such an estimator. The goal of this 

stage is classifying the image pixels to 2 classes of normal and 

abnormal. 

The input feature vector in this stage contains the non statistic 

feature (Gabor wavelets) plus all first stage outputs. In other 

word, at each pixel such as x, the feature vector of F(x) formed 

from 3 line of vector. In other word, H(x) can be defined H(x) = 

[O(x),G(x),N(x)] where O(x) is the vector that contains all outputs 

of first stage, G(x) is the vector that contains Gabor wavelets after 

passing from feature selection stage and N(x) is the vector that 

contains pixels coordinates in Cartesian  coordinate system .the 

pixels coordinates helps the network to express better  input-

output  relationship and  filling the ruptures to create contiguous 

results. 

 The neural network in this stage is MLP too. Here like first stage, 

different architectures tested, and finally one neural network with 

23 neuron(input features) at input layer,13 neuron at first hidden 

layer,5 neuron at second hidden layer, and one neuron at the 

output layer has been selected. Activation functions are sigmoid at 

all layers. In this stage, training process lasts about 52 hours. 

Though this time is much but this process done for just one time 

and this time is lower in comparison of other similar methods in 

literatures. 

2.3.4 Final processing 
In this stage, small holes and unreal pixels is removed by image 

morphological algorithms. Here, has been used from two image 

processing morphological algorithms: image filling and 

connected-component algorithms. image filling is used for filling 

the holes between network outputs and connected-component 

used to remove the unreal pixels. In this stage, tumor location is 

determined by measuring the primary and extremity points 

coordinates and then compute lengh, width and height for 

measuring the volume of tumor. 

3. RESULTS 
During the classification process of the tumors types, a MLP has 

been used with two hidden layers only. In order to evaluate the 

classification efficiency, two metrics have been computed: (a) the 

training performance (i.e. the proportion of cases which are 

correctly classified in the training process) and (b) the testing 

performance (i.e. the proportion of cases which are correctly 

classified in the testing process). Basically, the testing 

performance provides the final check of the NN classification 

efficiency, and thus is interpreted as the diagnosis accuracy using 

the neural networks support. Recall that the testing performance, 

corresponding to the neural networks-based diagnosis accuracy, 

involves only cases with unknown diagnosis for the neural 

network classifier. This represents an alternative to traditional 

classification performance measures, such as sensitivity, 

specificity etc. and is directly related to this Artificial Intelligence 

technique.  
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 Technically, 130cases are randomly selected used for training, 70 

cases remaining for testing.  

Firstly, notice that a testing performance of about 97.5% on 

average has been obtained (97.5% of cases are correctly classified 

in the testing process), together with a high training performance 

equaling about 98.5% on average (98.5% of cases are correctly 

classified in the training process). Thus, the neural networks-

based diagnosis accuracy is about 98.15% on previously unknown 

cases, proving a good potential for this methodology. Usually, the 

training performance is higher than the testing performance, since 

the latter concerns unknown cases. In this case, the two measures 

are close enough (difference of about 1 percentage points only), 

indicating a low over-learning level, that is a balanced 

training/testing process. Moreover, the corresponding standard 

deviations equaling 2 and 3 percentage points respectively 

indicate a high stability of the model, especially in the training 

case. Note that, as training progresses, the training error naturally 

drops; it is desirable that the testing error should decrease as well 

as the training error as training progresses. If the difference 

between the two errors increases too much, this indicates that the 

network is starting to over-learn the data and thus it is applicable 

to other datasets anymore.  

Secondly, the mean number of hidden processing units (neurons) 

in the network equals 13((5+13+5+3)/2=13), with a relative high 

standard deviation, equaling 3. This means that a two-hidden layer 

MLP with 10 neurons on average is able to provide 97.65% 

diagnosis accuracy. Moreover, it is possible to build a neural 

network model with 7 neurons only, that is a simple neural 

structure, and obtain a good enough accuracy. On the other hand, 

more than 16 neurons are not necessary to obtain a better 

classification. Thus, it can be concluded  that it is possible to have 

a relative simple network structure (i.e. a small number of hidden 

neurons), that is a fast NN with a very good performance. Recall 

that an efficient neural computing solution to real-life problems 

implies the selection of the simplest NN architecture with high 

performance. 

Performance measures 

All classification result could have an error rate and on occasion 

will either fail to identify an abnormality, or identify an 

abnormality which is not present. It is common to describe this 

error rate by the terms true and false positive and true and false 

negative as follows: [8, 29, 30]: 

True Positive (TP): the classification result is positive in the 

presence of the clinical abnormality. 

True Negative (TN): the classification result is negative in the 

absence of the clinical abnormality. 

(a) 

 

(b) 

Figure 5: End results :a) from upper left  to right : original image 

_difference image _after first stage  _ image post processing  

_after second stage _output image   b) another images:  left 

column is images with tumor, right column is output image by 

purposed method 

False Positive (FP): the classification result is positive in the 

absence of the clinical abnormality. 
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False Negative (FN): the classification result is negative in the 

presence of the clinical abnormality. 

In this study because of measuring more real and robust results 

,the method  has been tested 10 times on all dataset and have 

computed the Performance measures as below: 

Sensitivity = TP/ (TP+FN) *100%= / ( + ) *100% 9 . % 

Specificity = TN/ (TN+FP) *100%= / ( + ) *100% 9 . % 

Accuracy = (TP+TN)/ (TP+TN+FP+FN)*100 = ( + )/ 

( + + + )*100 %= % 

It has been presented qualitative comparison results of the 

segmented image too. The performance of the network is derived 

from the MSE value. No further improvement in the MSE is 

observed after epoch 100 as shown in (Figure 6), with a 

performance measure of 0.025. 

 

 
 

Figure 6:  Method performance 

4. CONCLUSION 
 

Different types of elasticity imaging procedures have recently 

been described in the medical literature, with clinical applications 

already developed for the diagnosis of abnormalities. The 

methodology has been developed in this paper, is based on 

processing sample images of tumor and normal tissues, enables 

the exploration and analysis by automatic means of large 

quantities data from large number of patients. This provides a 

method which is an alternative to traditional human-based 

techniques, and optimally predicts the presence or absence of 

abnormality by using a noninvasive methodology. 

This work has some limitations because of using all 3 modalities 

T1 T2_weighted and PD MR images. For working, though this 

can be justify by its high power, accuracy and  yield in detecting 

each type of abnormalities. 

The tasks that can derive from this work, include the integration 

of features derived from Fractal Analysis which describe Local 

Texture or Ruggedness in terms of an estimated value called 

Hurst Coefficient. These results are expected to be used in 

conjunction with Wavelet Multi resolution. Moreover, a 

classification performance analysis based on ROC curves is also 

needed to complete the study. 
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