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ABSTRACT 

Efficient utilization of limited radio frequency spectrum is only 

possible to use smart/adaptive antenna system. Smart antenna 

radiates not only narrow beam towards desired users exploiting 

signal processing capability but also places null towards 

interferers, thus optimizing the signal quality and enhancing 

capacity. Least mean square (LMS) and normalized least mean 

square (NLMS) are two adaptive beamforming algorithms which 

are presented in this paper.  Smart antenna incorporates these 

algorithms in coded form which calculates complex weights 

according to the signal environment. The efficiency of LMS and 

NLMS algorithms is compared on the basis of normalized array 

factor and mean square error (MSE) for mobile communication. 

Simulation results reveal that both algorithms have high 

resolution for beam formation. However LMS has good 

performance to minimize MSE as compared to NLMS. Therefore, 

LMS is found more efficient algorithm to implement in the mobile 

communication environment to minimize MSE and enhancing 

capacity. 
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1. INTRODUCTION 
Since Radio Frequency (RF) spectrum is limited and its efficient 

use is only possible by employing smart/adaptive antenna array 

system to exploit mobile systems capabilities for data and voice 

communication. The name smart refers to the signal processing 

capability that forms vital part of the adaptive antenna system 

which controls the antenna pattern by updating a set of antenna 

weights. Smart antenna, supported by signal processing capability, 

points narrow beam towards desired users but at the same time 

introduces null towards interferers, thus optimizing the service 

quality and capacity. Consider a smart antenna system with Ne  

elements equally spaced ( )d  and user’s signal arrives from 

desired angle 0  as shown in Fig 1 [1]. Adaptive beamforming 

scheme that is LMS and NLMS is used to control weights 

adaptively to optimize signal to noise ratio (SNR) of the desired 

signal in look direction 0 . 

 
 

Fig.1. Smart/adaptive antenna array system 

 

The array factor for elements ( )Ne  equally spaced ( )d  linear 

array is given by  

 

21 ( ( cos ))
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where  is the inter element phase shift and is described as: 

0

0

2
cos

d
    (2)  

and 0  is the desired direction of the beam. 

In reality, antennas are not smart; it is the digital signal 

processing, along with the antenna, which makes the system 

smart. When smart antenna is deployed in mobile communication 

using either time division multiple access (TDMA) or code 

division multiple access (CDMA) environment, exploiting time 

slot or assigning different codes to different users respectively, it 

radiates beam towards desired users only. Each beam becomes a 
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channel, thus avoiding interference in a cell. Because of these, 

each coded channel reduces co-channel interference, due to the 

processing gain of the system. The processing gain (PG) of the 

CDMA system is described as: 

 

10log( / )bPG B R     (3)  

where B  is the CDMA channel bandwidth and bR  is the 

information rate in bits per second. 

 

If a single antenna is used for CDMA system, then this system 

supports a maximum of 31 users. When an array of five elements 

is employed instead of single antenna, then capacity of CDMA 

system can be increased more than four times. It can be further 

enhanced if array of more elements are used [2] [3] [4] [5] [6] [7]. 

 

The rest of the paper is organized as follows: Section 2 introduces 

LMS algorithm with simulation results. NLMS algorithm with 

simulation results are presented in section 3. Finally the 

concluding remarks of this work are provided in section 4. 

 

2. LMS ALGORITHM 

2.1 Theory 

The LMS is an iterative beamforming algorithm that uses the 

estimate of the gradient vector from the available data. This 

algorithm makes successive corrections to the weight vector in the 

direction of the negative of the gradient vector which finally 

concludes to minimum MSE. This successive correction to the 

weight vector is the point at which optimum value 0w  is obtained 

that relies on autocorrelation matrix R  and cross correlation 

matrix p  of the filter. LMS is an adaptive beamforming 

algorithm, defined by the following equations [2] [8] [9] [10] 

with input signal ( )u n : 

 

( ) ( 1) ( )Ty n w n u n     (4)  

 

( ) ( ) ( )e n d n y n     (5)  

 

( ) ( 1) ( ) ( )w n w n e n u n    (6)  

 

2[ ( )]E e n 2[( ( ))] 2 T TE d n w p w Rw    (7)  

 

where ( )y n  is the filter output, ( )e n  is the error signal 

between filter output and desired signal ( )d n  at step n . ( )d n  

is the training sequence of known symbols (also called a pilot 

signal), is required to train the adaptive weights. Enough training 

sequence of known symbols must be available to ensure 

convergence. 

 

Equation (6)  is the weight ( )w n  update function for the LMS 

algorithm, where  is the rate of adaptation, controlled by the 

processing gain of the antenna array as described by equation (3)  

and  denotes the complex conjugate of the input signal ( )u n . 

The convergence conditions imposed on step size  is given by 

 

max

1
0      (8)  

where max  is the largest eigen value of autocorrelation 

matrix R . If  is chosen to be very small, then convergence 

becomes slow. If  is kept large, then convergence becomes 

fast, but stability becomes a problem. Therefore it is better to 

select  within bounded conditions as defined in equation (8) . 

 is the performance function describing quadratic function of 

filter tap-weight vector w  in terms of MSE. R  is the 

autocorrelation matrix of filter input and is given by 

 

[ ( ) ( )]TR E u n u n     (9)  

 

and p is the cross correlation matrix between input and desired 

signal and is defined by 

 

[ ( ) ( )]p E u n d n     (10)  

 

Solving equation (7)  for optimum solution, we have: 

 

1

0w pR      (11)  

This equation is known as Wiener Hopf. 

 

If p  and R  are not available to solve Wiener Hopf directly, 

then we employ an iterative search method in which starting with 

an initial guess for 0w , say (0)w , a recursive search method 

that require many iterations to converge to 0w  is used. With an 

initial guess for 0w  at 0n , the tap-weight vector at the nth 

iterations is denoted as ( )W n  that finally depends on  for 

convergence to obtain optimum solution 0w  for smart antenna 

array consisting of number of elements ( )Ne  that finally leads 

to obtain minimum MSE. 

 

2.2 Simulation Results 

Computer simulation is carried out, to illustrate that how various 

parameters such as number of elements ( )Ne  and element 
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spacing ( )d , affect the beam formation. The simulations are 

designed to analyze the properties of LMS and NLMS algorithms. 

The desired signal is phase modulated with 20SNR  dB, 

used for simulation purpose. It is given by  

 

sin(2 )( ) j tS t e     (12)  

where f  is the frequency in Hertz. 

 

2.2.1 Effect of Number of Elements on Array Factor 

Uniform linear array is taken with different number of elements 

for simulation purpose. The spacing between array elements is 

taken as / 2 . The optimum weight vector for 12Ne  with 

spacing / 2  is given by [0.0948-0.0217i, 0.0234-0.0760i, -

0.0412-0.0835i, -0.0732-0.0106i, -0.0347+0.0562i, 

0.0525+0.0508i, 0.0812-0.0214i, 0.0464-0.0929i, -0.0343-

0.0732i, -0.0843+0.0130i, 0.0086+0.0556i, 0.0754+0.0323i]. 

Similarly optimum weight vector for, 8Ne , 4Ne and 

elements spacing ( )d can be computed. 
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Fig.2. Normalized array factor plot for LMS algorithm with AOA 

for desired user is 0 degree and - 30 degrees for interferer with 

constant space of / 2  between elements 

 

Angle of Arrival (AOA) for desired user is set at 0 degree and for 

interferer at - 30 degrees as shown in Fig. 2 which provides deep 

null at - 30 degrees but at the same time forms narrow beam in 

accordance to number of elements. 
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Fig.3. Normalized array factor plot for LMS algorithm with AOA 

for desired user is 20 degrees and - 10 degrees for interferer with 

constant space of / 2  between elements 

 

Similarly in Fig.3, we achieved a deep null at -10 degrees and the 

desired user is arriving at 20 degrees. Therefore, it is proved that 

for a fixed spacing and a frequency, a longer array ( 12)Ne  

results a narrower beam width but this happens at the cost of large 

number of sidelobes. 
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Fig.4. Normalized array factor plot for LMS algorithm with AOA 

for desired user is 20 degrees and - 40 degrees for interferer with 

constant space of ( / 4)d  between elements 

 

In Fig. 4, AOA for desired user is obtained at 20 degrees and deep 

null is shown at – 40 degrees for / 4d . For space / 4 , 

we got broad beam width as compared to / 2d  with 

reduced sidelobes. 
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2.2.2 Effect of Spacing Between Elements on Array 

Factor 

The effect of array spacing for / 2 , / 4  and / 8  is shown 

in Fig. 5 for 12Ne . Since the spacing between the elements is 

critical, due to sidelobes problems, which causes spurious echoes 

and diffraction secondaries, which are repetitions of the main 

beam within the range of real angles. 
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Fig.5. Normalized array factor plot for LMS algorithm 

for 12Ne  with interferer – 40 degrees 

 

From Fig. 5, it is observed that increasing element spacing 

produces narrower beams, but this happens at the cost of 

increasing number of sidelobes. It is also clear, that spacing 

between elements equal to / 2  gives optimum result for 

narrower beam. 
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Fig.6. Normalized array factor plot for LMS algorithm for 

8Ne  with interferer – 30 degrees 

 

When number of elements is reduced to 8, then effect of array 

spacing is shown at Fig. 6. Again, narrower beam width is 

achieved at / 2d  

 

2.2.3 Effect of Number of Elements on MSE 

The effect of number of elements on MSE for constant space 

/ 2d  and / 4d  between elements is shown in Fig. 7 

and 8, respectively, for same SNR as taken before ( 20)SNR . 

From these figures, it is clear that minimum MSE is obtained for 

/ 2d  when same number of elements is applied for 

comparison. 
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Fig.7. Mean square error for LMS algorithm for 12Ne , 

8Ne , 4Ne  and space ( / 2)d  is kept constant 
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Fig.8. Mean square error for LMS algorithm for 12Ne , 

8Ne , 4Ne  and space ( / 4)d  is kept constant 
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2.2.4 Effect of Spacing Between Elements on MSE 

When space between elements is taken differently for same 

number of elements ( 8)Ne  and ( 12)Ne , then MSE is 

reduced further for ( 12)Ne  as compared to ( 8)Ne . 

These are shown in Fig. 9 and 10, respectively. 
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Fig.9. Mean square error for LMS algorithm for / 2d , 

/ 4d  and / 8d  and number of elements 

( 8)Ne  is kept constant 
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Fig.10. Mean square error for LMS algorithm for / 2d , 

/ 4d  and / 8d  and number of elements 

( 12)Ne  is kept constant 

 

3. NLMS ALGORITHM 

3.1 Theory 

This algorithm uses data-dependent step size  at each iteration 

and avoids the requirement for calculating the eigen value of 

autocorrelation matrix R  or its trace for selection of the 

maximum permissible step size. In case of this algorithm, only 

weight update function changes and all other equations remains 

the same as described for LMS [2] [3] [4]. The weight update 

equation for the NLMS algorithm is defined as: 

 

u ( )
( ) ( 1) ( )

u ( )u(n)H

n
w n w n e n

n
           (13)  

 

where H  denotes the Hermitian transpose, used for complex 

conjugate of the input signal u(n) .  is the step size used for 

convergence to obtain optimum solution 0w  for smart/adaptive 

antenna consisting of number of elements ( )Ne  spaced equally 

( )d  that ultimately leads to get minimum MSE.  is a small 

positive constant, known as epsilon used for controlling instability 

in updating of weights. 

 

3.2 Simulation Results 
 

3.2.1 Effect of Number of Elements on Array Factor 

Uniform linear array with same number of sample ( 200)N  

is taken for simulation purpose. AOA for desired user is set at 0 & 

20 degrees and deep null is obtained at –30 & –10 degrees for 

interferer as shown in Fig 11 and 12, respectively. The space 

/ 2  is maintained between elements. The narrow beam with 

number of side lobes is observed. The optimum weight vector for 

8Ne  with spacing / 2  is given by [0.1143-0.0046i, 

0.0332-0.1043i, -0.0577-0.1315i, -0.1225+0.0058i, -

0.0676+0.1334i, 0.0845+0.0857i, 0.1147-0.0276i, 0.0311-

0.1129i]. Similarly optimum weight vector for, 12Ne , 

4Ne  and elements spacing ( )d can be computed. 
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Fig.11. Normalized array factor plot for NLMS algorithm with 

AOA for desired user is 0 degree and - 30 degrees for interferer 

with constant space of ( / 2)  between elements 
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Fig.12. Normalized array factor plot for NLMS algorithm with 

AOA for desired user is 20 degrees and - 10 degrees for 

interferer with constant space of ( / 2)  between elements 

 

Now if space between elements is changed from / 2  to / 4 , 

then broad beam is obtained with reduced sidelobes as shown in 

Fig. 13. 
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Fig.13. Normalized array factor plot for NLMS algorithm with 

AOA for desired user is 20 degrees and - 40 degrees for 

interferer with constant space of ( / 4)  between elements 

 

3.2.2 Effect of Spacing Between Elements on Array 

Factor 

When number of elements is kept constant for different array 

spacing / 2 , / 4  and / 8 . Then its effect is shown in Fig. 

14 and 15, for 12Ne  and 8Ne , respectively. The sharp 

beam is obtained for / 2  and for 12Ne  as compared 

to 8Ne . 
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Fig.14. Normalized array factor plot for NLMS algorithm for 

12Ne  with interferer – 20 degrees 
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Fig.15. Normalized array factor plot for NLMS algorithm for 

8Ne  with interferer – 30 degrees 

 

3.2.3 Effect of Number of Elements on MSE 

The mean square error for same data as used for beamforming is 

shown in fig. 16 for element spacing / 2  and in Fig. 17 for 

element spacing / 4 , respectively. Minimum MSE is obtained 

for 12Ne  when distance between elements is kept / 2  

rather than / 4 . 
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Fig.16. Mean square error for NLMS algorithm for 12Ne , 

8Ne , 4Ne  and space ( / 2)  is kept constant 
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Fig.17. Mean square error for NLMS algorithm for 12Ne , 

8Ne , 4Ne  and space ( / 4)  is kept constant 

 

3.2.4 Effect of Spacing Between Elements on MSE 

When different spacing between elements are kept i..e. 

 /2d ,  /4d  and  /8d  for same number of 

elements as shown in Fig. 18 for 8Ne  and in Fig. 19 

for 12Ne , respectively. It is clear that minimum MSE is 

obtained for large number of elements ( 12)Ne . 
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Fig.18. Mean square error for NLMS algorithm for d / 2 , 

/ 4  and / 8 and number of elements ( 8)Ne  is kept 

constant 
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Fig.19. Mean square error for NLMS algorithm for d / 2 , 

/ 4  and / 8  and number of elements ( 12)Ne  is kept 

constant 

4. CONCLUSIONS 
In this paper, two adaptive beamforming algorithms LMS and 

NLMS are discussed. These algorithms are used in smart/adaptive 

antenna array system in coded form, to enhance mobile 

communication performance. It is confirmed from the simulation 

results that narrow beam of smart antenna can be steered towards 

the desired direction by steering beam angle 0 , keeping 

elements spacing d , number of elements Ne  and altering 

weights ( )w n  adaptively for both algorithms. However, LMS 

algorithm has good response towards desired direction and has 

better capability to place null towards interferer than NLMS. But 

the convergence speeds of NLMS algorithm is good than LMS as 

the speed of convergence for NLMS does not depend on eigen 

value max( )  of input correlation matrix R  that play significant 

role in optimum solution 0w  in case of LMS. It is also ascertained 

from the simulation results that the performance of LMS 
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algorithm is better to minimize MSE for different number of 

elements and for different spacing maintained between elements 

using performance function ( )  of the algorithm that minimized 

the average power in the error signal. However, NLMS algorithm 

shows deficiency to minimize MSE taking same number of 

iteration, same number of elements and for different elements 

spacing. Therefore, LMS is found the most efficient algorithm and 

also simple in computation than NLMS. LMS is, therefore, a 

better option to implement at base station of mobile 

communication systems using CDMA environment to avoid 

interference and for enhancing capacity. 
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