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ABSTRACT 

Fuzzy inference systems are widely used for classification and 

control. They can be designed from the training data. This paper 

describes a technique for deriving fuzzy classification rules from 

the interval-valued data. The technique based on a heuristic 

method of possibilistic clustering and a special method of the 

interval-valued data preprocessing. Basic concepts of the 

heuristic method of possibilistic clustering based on the 

allotment concept are described and the method of the interval-

valued data preprocessing is also given. The method of 

constructing of fuzzy rules based on clustering results is 

presented. An illustrative example of the method’s application to 

the Sato and Jain’s interval-valued data is carried out. 

Preliminary conclusions are formulated.  
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1. INTRODUCTION 
Some remarks on methods of extracting of fuzzy rules based on 

fuzzy clustering are considered in the first subsection. The 

second subsection includes a brief review of uncertain data 

clustering methods and the aims of the paper.  

1.1 Fuzzy Rules and Fuzzy Clustering 
Fuzzy inference systems are very effective tool for identification 

and control problems solving. Fuzzy rule base is the key element 

of any fuzzy inference system. So, the problem of generation of 

fuzzy classification rules is one of the more important problems 

in the development of fuzzy systems models. 

In general, Mamdani’s [4] rule l  within the fuzzy inference 

system is written as follows: 

l
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where 
t

lB , },,1{ mt   and 
l

lC , },,1{ cl   are fuzzy sets 

that define an input and output space partitioning. A fuzzy 

inference system which is described by a set of fuzzy rules with 

the form (1) is the multiple inputs, multiple outputs system. 

Fuzzy classification rules can be designed either from the expert 

knowledge or from the data. However, in many cases, expert 

knowledge either does not exist, or this knowledge is incomplete. 

In such situations, the fuzzy inference system must be created 

from the training data. 

There are a number of approaches to learning fuzzy rules from 

data based on techniques of evolutionary or neural computation, 

mostly aiming at optimizing parameters of fuzzy rules. From 

other hand, fuzzy clustering seems to be a very appealing method 

for learning fuzzy rules since there is a close and canonical 

connection between fuzzy clusters and fuzzy rules.  

Fuzzy classification rules can be obtained directly from fuzzy 

clustering results or possibilistic clustering results. The principal 

idea of extracting fuzzy classification rules based on fuzzy 

clustering is the following [1]. Each fuzzy cluster is assumed to 

be assigned to one class for classification and the membership 

grades of the data to the clusters determine the degree to which 

they can be classified as a member of the corresponding class. 

So, with a fuzzy cluster that is assigned to the some class we can 

associate a linguistic rule. The fuzzy cluster is projected into 

each single dimension leading to a fuzzy set on the real numbers. 

An approximation of the fuzzy set by projecting only the data set 

and computing the convex hull of this projected fuzzy set or 

approximating it by a trapezoidal or triangular membership 

function is used for the rules obtaining [1]. 

Objective function-based fuzzy clustering algorithms are the most 

widespread methods in fuzzy clustering [1]. Objective function-

based fuzzy clustering algorithms are sensitive to initial partition 

selection and fuzzy rules depend on the selection of the fuzzy 

clustering method. All algorithms of possibilistic clustering are 

also objective functions-based algorithms. 

Heuristic algorithms of clustering display low level of a 

complexity. An outline for a heuristic method of possibilistic 

clustering was presented in [8], where a basic version of direct 

possibilistic clustering algorithm was described and the version 

of the algorithm is called the D-AFC(c)-algorithm [10].  

Fuzzy rules can be obtained from heuristic possibilistic clustering 

results immediately. The corresponding method of the rapid 

prototyping fuzzy inference systems was proposed in [18]. The 

method is based on deriving fuzzy classification rules from the 

data on a basis of clustering results obtained from the D-AFC(c)-

algorithm. 

1.2 Notes on the Uncertain Data Clustering 
Most fuzzy clustering methods are designed for treating crisp 

data. However, we often have to deal with objects that cannot be 

described by the quantitative, large or binary signs. In other 

words, there exists a sign of the object that may assume several 

values at the same time or, for a given sign; there exists 

uncertainty in representing the values of this sign. Traditional 

fuzzy clustering methods cannot be applied directly to such types 
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of objects. So, a problem of fuzzy clustering of uncertain data 

arises. Such a need occurs mostly in medicine, biology, 

chemistry, economy, sociology and some other domains. 

Several kinds of uncertainty exist and a number of approaches to 

the uncertain data fuzzy clustering problem solving were 

proposed by different researchers. Firstly, Žak [20] uses fuzzy 

sets to describe the uncertainty of the data and introduces the 

concepts of fuzzy objects and fuzzy dissimilarity. Using these 

notions, he proposed hierarchical and non-hierarchical clustering 

methods of fuzzy objects. Secondly, Yang and Ko [19] proposed 

a class of fuzzy c-number clustering procedures for fuzzy data 

clustering. Notable that an extended methodology of fuzzy data 

clustering based on the D-AFC(c)-algorithm was also proposed 

in [13]. Thirdly, Sato and Sato [5] consider a problem of fuzzy 

clustering for three-way data. The purpose of clustering for three-

way data is to reveal the latent structure through all the time 

situations by constructing clusters which take into account not 

only the similarity between the pair of objects at individual time 

instants but also the similarity between the patterns of change of 

observation in time. An alternative approach to clustering of the 

three-way data was also outlined in [14]. 

From other hand, Kreinovich and Kosheleva [3] note that interval 

uncertainty is one of the basic types of uncertainty in clustering 

problems. In these situations, the only information that we have 

about the actual value 
t

ix̂  of some attribute 
tx̂ , },,1{ mt  of 

the object ix , },,1{ ni   is that the value belongs to some 

interval, ]ˆ,ˆ[ˆ maxmin t

i

t

i

t

i xxx . Different clustering methods for the 

interval-valued data considered in [2], [6], [16] and [17]. 

The problem of clustering for interval-valued data is very 

important in medicine, sociology, economics, technology, and 

military applications. Moreover, the training data for 

constructing fuzzy inference system can be given as the interval-

valued data.  

The main goal of the paper is developing method of the rapid 

prototyping fuzzy inference systems in the case of the interval-

valued training data set. The contents of this paper is as follows: 

in the second section basic concepts of the possibilistic clustering 

method based on the concept of allotment among fuzzy clusters 

are outlined and a method of the interval-valued data 

preprocessing is outlined, in the third section a method of 

constructing of fuzzy rules is proposed, in the fourth section an 

illustrative example of deriving fuzzy rules from the Sato and 

Jain’s interval-valued data are given, in the fifth section 

preliminary conclusions are formulated and some perspectives 

are discussed. 

2. AN APPROACH TO CLUSTERING OF 

THE INTERVAL-VALUED DATA 
The basic concepts of the heuristic method of possibilistic 

clustering are considered in the first subsection. The method of 

the interval-valued data preprocessing is given in the second 

subsection of the section.  

2.1 Basic Concepts of the D-AFC(c)-

algorithm 
Let us remind the basic concepts of the D-AFC(c)-algorithm. The 

concept of fuzzy tolerance is the basis for the concept of fuzzy 

-cluster. That is why definition of fuzzy tolerance must be 

considered in the first place. 

Let },...,{ 1 nxxX  be the initial set of elements and 

]1,0[: XXT  some binary fuzzy relation on X  with 

]1,0[),( jiT xx , Xxx ji ,  being its membership function. 

Fuzzy tolerance is the fuzzy binary intransitive relation which 

possesses the symmetricity property  

),(),( ijTjiT xxxx , Xxx ji , ,       (2) 

and the reflexivity property 

1),( iiT xx , Xxi .         (3) 

The notions of powerful fuzzy tolerance, feeble fuzzy tolerance 

and strict feeble fuzzy tolerance were proposed in [7] and [8], as 

well. In this context the classical fuzzy tolerance in the sense of 

(2) and (3) was called usual fuzzy tolerance and this kind of 

fuzzy tolerance was denoted by 2T . The feeble fuzzy tolerance is 

the fuzzy binary intransitive relation which possesses the 

symmetricity property (2) and the feeble reflexivity property 

Xxxxxxx jiiiTjiT ,),,(),( .        (4) 

This kind of fuzzy tolerance is denoted by 1T . The strict feeble 

fuzzy tolerance is the feeble fuzzy tolerance with strict inequality 

in (4): 

Xxxxxxx jiiiTjiT ,),,(),( .        (5) 

This kind of fuzzy tolerance is denoted by 0T . 

Fuzzy tolerances 1T  and 0T  are subnormal fuzzy relations if the 

condition Xxxx iiiT ,1),(  is met. The fact was 

demonstrated in [14] and it is important for representation of the 

structure of the uncertain data. However, the essence of the 

method here considered does not depend on the kind of fuzzy 

tolerance. That is why the method herein is described for any 

fuzzy tolerance T . 

Let us consider the general definition of fuzzy cluster, the 

concept of the fuzzy cluster's typical point and the concept of the 

fuzzy allotment of objects. The number c  of fuzzy clusters can 

be equal to the number of objects, n . This is taken into account 

in further considerations. 

Let },...,{ 1 nxxX  be the initial set of objects. Let T  be a 

fuzzy tolerance on X  and  be -level value of T , 

]1,0( . Columns or lines of the fuzzy tolerance matrix are 

fuzzy sets },...,{ 1 nAA . Let },...,{ 1 nAA  be fuzzy sets on X , 

which are generated by a fuzzy tolerance T . The -level fuzzy 

set ]},1[,)(|))(,{()( nlxxxA iAiAi

l
ll  is fuzzy -



International Journal of Computer Applications (0975 – 8887)  

Volume 7– No.3, September 2010 

15 

 

cluster or, simply, fuzzy cluster. So 
ll AA )( , ]1,0( , 

},,{ 1 nl AAA   and li  is the membership degree of the 

element Xxi  for some fuzzy cluster 
lA )( , ]1,0( , 

],1[ nl . Value of  is the tolerance threshold of fuzzy 

clusters elements. 

The membership degree of the element Xxi  for some fuzzy 

cluster 
lA )( , ]1,0( , ],1[ nl  can be defined as a 

otherwise

Axx l

iiA
li

l

,0

),(
,        (6) 

where an -level })(|{ iAi

l xXxA l , ]1,0(  of a 

fuzzy set 
lA  is the support of the fuzzy cluster 

lA )( . So, 

condition )( )(

ll ASuppA  is met for each fuzzy cluster 
lA )( , 

]1,0( , ],1[ nl . Membership degree can be interpreted as a 

degree of typicality of an element to a fuzzy cluster. The value of 

a membership function of each element of the fuzzy cluster in the 

sense of (6) is the degree of similarity of the object to some 

typical object of fuzzy cluster. Membership degree defines a 

possibility distribution function for some fuzzy cluster 
lA )( , 

]1,0( . The fact was demonstrated in [11] and the possibility 

distribution function is denoted by )( il x . 

Let T  is a fuzzy tolerance on X , where X  is the set of 

elements, and },...,{ )(

1

)(

nAA  is the family of fuzzy clusters for 

some ]1,0( . The point 
ll

e A , for which  

li
x

l

e
i

maxarg , 
l

i Ax         (7) 

is called a typical point of the fuzzy cluster 
lA )( , ]1,0( , 

],1[ nl . A fuzzy cluster can have several typical points. That is 

why symbol e  is the index of the typical point. A set 

},,{)( 1)(

l

l

llAK   of typical points of the fuzzy cluster 

lA )(  is a kernel of the fuzzy cluster and lAKcard l )( )(  is 

a cardinality of the kernel. Obviously, if the fuzzy cluster have an 

unique typical point, then 1l . The kind of a fuzzy cluster 

depend on the kind of fuzzy tolerance and cardinality of the 

kernel of the fuzzy cluster. The fact demonstrated in [12]. 

Let ]}1,0(,2,,1|{)( )( ncclAXR l

z  be a family 

of fuzzy clusters for some value of tolerance threshold , 

]1,0( , which are generated by some fuzzy tolerance T  on 

the initial set of elements },...,{ 1 nxxX . If condition  

0
1

c

l

li , Xxi          (8) 

is met for all fuzzy clusters )()( XRA z

l
, cl ,1 , nc , 

then the family is the allotment of elements of the set 

},...,{ 1 nxxX  among fuzzy clusters }2,,1,{ )( ncclAl
 

for some value of the tolerance threshold . 

It should be noted that several allotments )(XRz  can exist for 

some tolerance threshold . That is why symbol z  is the index 

of an allotment. The condition (8) requires that every object ix , 

ni ,,1  must be assigned to at least one fuzzy cluster 
lA )( , 

cl ,1 , nc  with the membership degree higher than zero. 

The condition nc2  requires that the number of fuzzy 

clusters in each allotment )(XRz  must be more than two. The 

allotment among fuzzy clusters can be considered as the special 

case of the possibilistic partition and fuzzy clusters in the sense 

of (6) are elements of the possibilistic partition. 

If condition 

cXRcard

XRAXcardAcard

z

z

l
c

l

l

))((],1,0(

),(),()( )(

1 ,       (9) 

and condition 

wAAcard ml )( , 
ml AA )()( , , ml , ]1,0( ,    (10) 

are met for all fuzzy clusters clAl ,1,)(  of some allotment 

},,1|{)( )( ncclAXR l

z  then the allotment is the 

allotment among particularly separate fuzzy clusters and 

nw0  is the maximum number of elements in the 

intersection area of different fuzzy clusters. Obviously, if 0w  

in conditions (9) and (10) then the intersection area of any pair of 

different fuzzy cluster is an empty set and fuzzy clusters are fully 

separate fuzzy clusters. 

Detection of fixed c  number of fuzzy clusters can be considered 

as the aim of classification. So, the allotment 

},1|{)( )( clAXR l
 among the given number c  of fuzzy 

clusters and the corresponding value of tolerance threshold  

are the results of classification. A plan of the D-AFC(c)-

algorithm is presented, for example, in [8] and [14]. Notable that 

the D-AFC(c)-algorithm is the basic algorithm in the heuristic 

approach to possibilistic clustering and some other algorithms 

are proposed in [9], [10], and [15]. 

2.2 A Method of the Interval-Valued Data 

Preprocessing 
The problem of clustering of interval-valued data can be 

formulated as follows. Let },...,{ 1 nxxX  is set of objects, 

where objects are indexed i , ni ,,1 ; each object ix  is 

described by m  attributes, indexed t , mt ,,1 , so that an 

object ix  can be represented by vector 
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)ˆ,,ˆ,,ˆ( 1 m

i

t

iii xxxx  ; every attribute 
tx̂ , mt ,,1  can 

be characterized by an interval of values, so that 

]ˆ,ˆ[ˆ maxminmaxmin )( t

i

t

i

tt

i xxx . Thus, the interval-valued data can be 

presented by a poly-matrix as follows: 

]ˆ[ˆ )( maxmin tt

imn xX , ni ,,1 .      (11) 

The purpose of the clustering is to classify the set 

},...,{ 1 nxxX  into c  fuzzy clusters. So, an allotment )(XR  

among c  fuzzy clusters 
nAA )(

1

)( ,..., , ]1,0(  must be 

detected. 

The D-AFC(c)-algorithm can be applied directly to the data given 

as a matrix of tolerance coefficients. This means that it can be 

used with the objects by attributes data by choosing a suitable 

metric to measure similarity. So, the main problem is the 

problem of the interval-valued data preprocessing. 

The method the three-way data preprocessing was proposed in 

[14]. The method can be also extended for the interval-valued 

data [17]. For example, the interval-valued data can be 

normalized as follows 

)(

,

)(

)(

maxmin

max

maxmin

maxmin

ˆmax

ˆ

tt

i
ti

tt

itt

i
x

x
x .       (12) 

So, each object ix , ni ,,1  from the initial set 

},,{ 1 nxxX   can be considered as an interval-valued fuzzy 

set and )](),([)( maxmin t

x

t

x

t

x xxx
iii

, ni ,,1 , 

mt ,,1  is its membership function, where 

]1,0[)( mint

x x
i

, ]1,0[)( maxt

x x
i

. Obviously, that if 

)()( maxmin t

x

t

x xx
ii

 for all ni ,,1  and mt ,,1 , then 

ix  is ordinary fuzzy set. So, the matrix (11) will be ordinary 

matrix of the two-way object data. 

The matrix of coefficients of pair wise dissimilarity between 

objects )],([ jiI xxI , nji ,,1,   can be obtained after 

application of some generalization of a distance between fuzzy 

sets to the matrix of normalized data. The generalizations for 

type-two fuzzy sets are functions of dissimilarities and the 

functions of dissimilarities were proposed in [14]. Moreover, 

these functions of dissimilarities can be extended for interval-

valued fuzzy sets. In particular, a generalization of the 

normalized Euclidean distance for interval-valued fuzzy sets can 

be described by the expression  

m

t ttt

t

x

t

xjiG xx
m

xxe
jiI

1 },{

2

2

maxmin

)()(
2

11
),( .    (13) 

Obviously, for the ordinary two-way data a usual normalized 

Euclidean distance for fuzzy sets will be obtained.  

The matrix of similarity coefficients )],([ jiT xxT , 

nji ,,1,   can be obtained after application of complement 

operation 

),(1),( jiIjiT xxxx , nji ,,1,       (14) 

to the matrix of dissimilarity coefficients )],([ jiI xxI , 

nji ,,1,   obtained from previous operations. 

3. A METHOD OF EXTRACTING FUZZY 

RULES  
A technique of fuzzy rules antecedents learning is presented in 

the first subsection. A method of consequents learning is given in 

the second subsection of the section. 

3.1 Antecedents Learning 

Let us consider a fuzzy rule (1) where 
t

lB , mt ,,1 , 

},,1{ cl   is a fuzzy set associate with the feature variable 

tx̂ . Let 
t

lB  be characterized by the trapezoidal membership 

function )ˆ( t

B
xt

l

 which is presented in Figure 1. 

 

Figure 1. A trapezoidal membership function for an 

antecedent fuzzy set 

 

So, the fuzzy set 
t

lB  can be defined by four parameters, 

),,,( )()()()(

t

l

t

l

t

l

t

l

t

l ammaB . A triangular fuzzy set 

),,( )()()(

t

l

t

l

t

l

t

l amaB  can be considered as a particular case of 

the trapezoidal fuzzy set where 
t

l

t

l
mm )()( . 

The idea of deriving fuzzy rules from fuzzy clusters is the 

following [18]. We apply the D-AFC(c)-algorithm to the given 

data and then obtain for each fuzzy cluster 
lA )( , },,1{ cl   a 

kernel )( )(

lAK  and a support 
lA . The value of tolerance 

threshold ]1,0( , which corresponds to the allotment 

},,{)( )(

1

)(

cAAXR  , is the additional result of 

classification. We calculate the interval ]ˆ,ˆ[ max)(min)(

t

l

t

l xx  of 



International Journal of Computer Applications (0975 – 8887)  

Volume 7– No.3, September 2010 

17 

 

values of every attribute 
tx̂ , },,1{ mt   for the support 

lA . 

The value 
t

lx min)(
ˆ   can be obtained as follows 

t

Ax

t

l xx
l

i

ˆminˆ
min)(

, },,1{ mt  , },,1{ cl  ,    (15) 

and the value 
t

lx max)(
ˆ , },,1{ mt   can be calculated using a 

formula 

t

Ax

t

l xx
l

i

ˆmaxˆ
max)( , },,1{ mt  , },,1{ cl  .    (16) 

The parameter 
t

l
a

)(  can be obtained as following 

)1()ˆ( min)(

t

lB
xt

l

, 0)(
)(

t

lB
at

l

,     (17) 

and the parameter 
t

la )(  can be obtained from the conditions 

)1()ˆ( max)(

t

lB
xt

l

, 0)( )(

t

lB
at

l

.     (18) 

We calculate the value 
t

l
x

)(
ˆ  for all typical points )( )(

ll

e AK  

of the fuzzy cluster 
lA )( , },,1{ cl   as follows: 

t

AK

t

l
xx

ll
e

ˆminˆ
)(

)(
)(

, },,1{ le  ,      (19) 

and the value 
t

lx )(
ˆ  can be obtained from the equation 

t

AK

t

l xx
ll

e

ˆmaxˆ
)(

)(
)(

, },,1{ le  .      (20) 

Thus, the parameter 
t

l
m

)(  can be calculated from the conditions 

1)()ˆ(
)()(

t

lB

t

lB
mx t

l
t
l

,       (21) 

and the parameter 
t

lm )(  can be obtained as following 

1)()ˆ( )()(

t

lB

t

lB
mx t

l
t
l

.       (22) 

So, condition 
t

l

t

l
mx

)()(
ˆ  and condition 

t

l

t

l mx )()(
ˆ  are met for 

all input variables 
tx̂ , mt ,,1 . The height 

)(sup)(
)(

)( iA
Ax

l xAh l

l
i

 of the fuzzy cluster 
lA )( , },,1{ cl   

must be taken into account because the fuzzy cluster 

)()( XRAl
 can be a subnormal fuzzy set [12], [17]. 

Obviously, if condition 1)( )(

lAh  is met for the fuzzy cluster 

lA )(  and only one typical point is presented in the fuzzy cluster, 

then the condition 
t

l

t

l

t

l

t

l
mmxx )()()()(

ˆˆ  is met. 

3.2 Consequents Learning  
The variables ly , cl ,,1  are the consequents of fuzzy rules 

(1), represented by the fuzzy sets 
l

lC , cl ,,1  with the 

membership functions )( lC
yl

l

. Fuzzy sets 
l

lC , cl ,,1  can 

be defined on the interval of memberships ]1,0[  and these fuzzy 

sets can be presented as follows: )1,,,( ll

l

lC , where  

is the tolerance threshold, 
li

Axl l
i

min  and li
Ax

l l
i

max . So, 

membership functions )( lC
yl

l

 of fuzzy sets 
l

lC , cl ,,1  

will be trapezoidal membership functions. The situation is shown 

in Figure 2. 

 

Figure 2. A trapezoidal membership function for a 

consequent fuzzy set in a general case 

Fuzzy clusters can be subnormal fuzzy sets [12]. So, the case 

which is presented in Figure 2 is the general case.  

If the allotment )(XR  among fully separate fuzzy clusters is 

obtained and all fuzzy clusters )()( XRAl
, },,1{ cl   are 

normal fuzzy sets then 1)( )(

lAh , )()( XRAl
 and 

1l  for each fuzzy cluster 
lA )( , },,1{ cl  . So, a 

trapezoidal membership function )( lC
yl

l

 of a fuzzy set 
l

lC , 

cl ,,1  in the case of normal and fully separate fuzzy clusters 

is presented in Figure 3. 

 

Figure 3. A trapezoidal membership function for a 

consequent fuzzy set in a case of normal and fully separated 

fuzzy clusters 
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Thus, trapezoidal membership functions )( lC
yl

l

 for the fuzzy 

sets 
l

lC , cl ,,1  can be constructed on a basis of the 

clustering results. The empty set 
lA , },,1{ cl   can be 

correspond to some output variable ly , },,1{ cl  . So, the 

empty fuzzy set 
l

lC  will be correspond to the output variable 

ly , },,1{ cl   and 0)( lC
yl

l

 is the membership function 

of the corresponding fuzzy set 
l

lC . 

4. AN ILLUSTRATIVE EXAMPLE  
The first subsection of the section includes the results of the Sato 

and Jain’s artificial data clustering by the D-AFC(c)-algorithm. 

The designed fuzzy inference system is presented in the second 

subsection. 

4.1 Results of the Sato and Jain’s Data 

Clustering  
The Sato and Jain’s interval-valued data will be used for 

demonstrating the proposed method of fuzzy rules derivation. 

These data originally appear in [6] and the data shown in Table 

1. 

Table 1. The Sato and Jain’s interval-valued data 

Object

s 

Attributes 

1x̂  
2x̂  

3x̂  

1x  [10, 10] [1, 1] [2, 2] 

2x  [9, 9] [3, 3] [4, 4] 

3x  [13, 13] [3, 3] [2, 2] 

4x  [14, 14] [4, 4] [5, 5] 

5x  [4, 8] [11, 11] [2, 12] 

6x  [6, 10] [9, 9] [1, 8] 

7x  [2, 11] [10, 10] [1, 11] 

8x  [3, 9] [8, 8] [2, 9] 

 

In this table, 81 ,, xx   are eight objects and each value shows 

the interval-valued data. Notable that 1x , 2x , 3x , and 4x  have 

the same values for minimum and maximum values.  

The cluster structure of the data set is quasi-stable and the 

number of classes is equal two. The fact was shown in [16]. That 

is why the number of clusters in the sought allotment )(XR  

assumed to be two. 

The data were processed using the formulae (12) – (14). So, the 

matrix of similarity coefficients was obtained. The matrix is 

presented in Figure 4. Conditions (3), (4) and (5) are not met for 

the matrix of similarity coefficients. The D-AFC(c)-algorithm 

was applied to the obtained matrix for 2c . Let us consider 

the clustering results which are described in [17].  

704.0615.0697.0628.0556.0526.0635.0516.0

570.0627.0597.0462.0420.0503.0389.0

735.0637.0593.0563.0630.0518.0

640.0436.0382.0474.0348.0

000.1841.0782.0730.0

000.1809.0838.0

000.1852.0

000.1

 

Figure 4. The matrix of similarity coefficients 

 

By executing the D-AFC(c)-algorithm for two classes, we obtain 

that the first class is formed by 4 elements and the second class 

is also composed of 4 elements. The allotment among fully 

separated fuzzy clusters )(XR , which corresponds to the 

result, was obtained for the tolerance threshold 5265.0 . 

The value of the membership function of the fuzzy cluster, which 

corresponds to the first class is maximal for the object 1x  and is 

equal 1.0000. So, the object 1x  is the typical point of the fuzzy 

cluster which corresponds to the first class. The membership 

value of the object 5x  is equal 0.6404 and the value is maximal 

for the fuzzy cluster which corresponds to the second class. Thus, 

the object 5x  is the typical point of the fuzzy cluster which 

corresponds to the second class. So, the second fuzzy cluster is 

the subnormal fuzzy set. Membership functions of two classes of 

the allotment are presented in Figure 5 and values which equal 

zero are not shown in the figure. 

 

Figure 5. Membership functions of two classes obtained from 

the D-AFC(c)-algorithm 

Membership values of the first class are represented by ○ and 

membership values of the second class are represented by ■. The 

first fuzzy cluster is a power fuzzy cluster with a center and the 

second fuzzy cluster is a feeble fuzzy cluster with a center [12]. 

4.2 A Fuzzy Inference System 
Let us consider the created fuzzy inference system. Membership 

functions )ˆ( t

B
xt

l

 and )( lC
yl

l

 for corresponding fuzzy sets 
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t

lB  and 
l

lC , 3,,1t , 2,1l , can be constructed 

immediately. The rule base induced by the D-AFC(c)-algorithm 

clustering result can be seen in Figure 6 where 2,1l  is the 

number of rule. Elements of the allotment )(XR  are fully 

separated fuzzy clusters. That is why fuzzy sets 
1

2C  and 
2

1C  are 

empty fuzzy sets.

Rul

e 

Input 1 Input 2 Input 3 Output 1 Output 2 

 

1 

     

 [8.1, 10, 17.597] [1, 1, 6.698] [2, 2, 7.698] [0.5265, 0.7301, 1, 1]  

 Input 1 Input 2 Input 3 Output 1 Output 2 

 

2 

     

 [-3.674, 4, 8, 19.51] [-0.5118, 11, 11] [-1.837, 2, 12, 12]  [0.5265, 0.5969, 0.6404, 1] 

 

Figure 6. The rule base induced by the clustering result 

 

 

Figure 7. The performance of the fuzzy inference system 

 

The example of classification of some testing object 

)2ˆ,4ˆ,10ˆ( 321

testtesttesttest xxxx  is shown in Figure 7. Note 

that membership values of the object are different for both 

classes.  

5. FINAL REMARKS  
Some preliminary conclusions are formulated in the first 

subsection. The second subsection deals with the perspectives on 

future investigations. 

5.1 Discussions 
Many techniques to design fuzzy inference systems from data are 

available; they all take advantage of the property of fuzzy 

inference systems to be universal approximators. This paper 

presents an automatic method to design fuzzy inference system 

from the interval-valued training data set via heuristic 

possibilistic clustering. The proposed method is simple in 

comparison with other well-known approaches.  

The results obtained with the proposed modeling approach for 

the Sato and Jain’s data set case illustrate the effectiveness of the 
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proposed method for derivation of fuzzy classification rules from 

the interval-valued data.  

5.2 Perspectives 
Constructing a rule base from fuzzy clusters gives a first 

approximation for the data which can be used as a basis for 

further improvements. So, a technique of fuzzy rules tuning can 

be developed. 

From other hand, the D-AFC(c)-algorithm can be applied for 

classification the three-way data [14] and the fuzzy data [13]. So, 

the proposed method of designing fuzzy inference systems can be 

generalized for corresponding cases of the training data set. 

Moreover, the Mamdani’s fuzzy inference system can be 

extended for a case of interval-valued testing data set. 

These perspectives for investigations are of great interest both 

from the theoretical point of view and from the practical one as 

well. 
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