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ABSTRACT 
We implement image compression using various wavelet filter 
banks and measure performance with rate distortion 
characterizations. Various separable filter banks are chosen and 
compared. Coefficients in the subbands obtained by wavelet 
decomposition are quantized. The image is then reconstructed 
from the quantized coefficients, and distortion is measured. Three 
distortion measures are used: Entropy of reconstructed image, 

energy retained (ER) and redundancy. 
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1. INTRODUTION 
 Compression methods are being rapidly developed to compress 
large data files such as images, where data compression in 
multimedia applications has lately become more vital [1]. With 

the increasing growth of technology and the entrance into the 
digital age, a vast amount of image data must be handled to be 
stored in a proper way using efficient methods usually succeed in 
compressing images, while retaining high image quality and 
marginal reduction in image size [2]. 

Recently, discrete wavelet transform (DWT) has emerged as a 
popular technique for image coding applications [3,4]. In wavelet 
based image coding, the coding performance depends on the 
choice of wavelets. Several wavelets which provide suboptimal 

coding performance have been proposed in the literature [5]. 
Recently, a few approaches for selecting the optimal filterbank in 
an image coder have been proposed in the literature. Generally, a 
wavelet providing optimal performance for the whole image is 
selected. Finding the optimal wavelet for a particular image is a 
computationally intensive task. In the proposed work optimal 
basis is provided on the basis of entropy calculation and it has 
been concluded that biorthogonal wavelets perform better as 

compare to orthogonal ones. The viability of symmetric extension 
with biorthogonal wavelets is the primary reason cited for their 
superior performance. 

2. DISTORTION CHARACTERIZATIONS 

2.1 Entropy 
The image entropy can be estimated as [6]: 
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where the number of pixels with grey level is iN ; the total 

number of pixels in the image is N; ip  is the probability of 

occurrence of one gray level intensity , and  
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The entropy of a given source is affected by the number of 
elements in X. Thus a normalized measure, redundancy, is better 
for comparing multiple sources. 

 

2.2 Energy Retained 

When compressing with orthogonal wavelets the energy retained 
is : 
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2.3 Redundancy 
The common characteristics of most of the images is that, the 
neighbouring pixels are correlated, and image contains redundant 

information [7]. Therefore the most important task in image 
compression is to find a less correlated representation of the 
image. The fundamental component of image compression is 
reduction of redundancy and irrelevancy. Redundancy reduction 
aims at removing duplication from image, and irrelevancy 
reduction omits parts of the signal that will not be noticed by 
Human Visual System (HVS). The redundancies in an image can 



International Journal of Computer Applications (0975 – 8887)  
Volume 7– No.5, September 2010 

32 

 

be identified as spatial redundancy, spectral redundancy and 
temporal redundancy. Image compression research aims at 
reducing the number of bits needed to represent an image by 
removing the spatial and spectral redundancies as much as 
possible. Since the focus is only on still natural image 

compression, the temporal redundancy is not considered as it is 
used in motion picture [7]. Information redundancy, r, is  

r = b − He …………..(5) 

where b is the smallest number of bits for which the image 
quantization levels can be represented. 

 

3. ENTROPY AND HISTOGRAM 
 

 
Figure 1: Lena Image  

Figure 2: Histogram of  lena 

image 

 

 
Figure 3: Cameraman 

Image 

 
Figure 4: Histogram of 
cameraman image 

 

 

From Equation (1), a histogram of an image is measured using 
256 bins, which correspond to the 256 quantize levels, and the 

count of each level is divided by N to give the probability ip . The 

maximum entropy value is achieved when the gray level values 
are distributed uniformly, and the minimum entropy value is 
achieved when the image consists of only one gray level value 

and the histogram shows one bin. Therefore, the entropy of a gray 
scale image changes with the distribution of the histogram of the 
image. When an image is natural image [8], the histogram 
typically consists of combinational Gaussian distributions in the 
range (0, 255). In image compression, low image entropy suggests 
that a high compression ratio can be achieved using efficient 
coding. The image with lower entropy implies lower image 
quality for lower information content. In Figure 3 and 4, 

histograms of test images lena and cameraman are shown. The 
normalized histogram of Lena has more rise and fall; it has a more 
uniform distribution with more consistent numbers in each bin. 
Thus, the entropy of Lena image is higher than the entropy of the 
cameraman image. 
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Effect of threshold value on Redundancy
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Effect of level of deomposition on Redundancy values
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Figure 5: Experimental results of Daubechies wavelet family 

 

4. MATERIALS AND METHODS 
The following tasks are identified to accomplish efficient image 
compression. 

1. A bitmap image (raw image) of varying sizes 256X256 and 
512X512 are taken. 

2. Compression is performed by apply 2D DWT over the whole 
image. 

3. Image data entropy is estimated from the gray level 
histogram. 

4. The pseudo program for the ER and redundancy is also 
depicted. 

5. Experimental Results  
The proposed algorithm is used to measure objective quality of 
compressed images. The quality parameters are energy retained, 
entropy and redundancy. Importance of these parameters has been 
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stated earlier. The algorithm is applied on images, Lena, 
Cameraman, Papper, Wbarb, and Mandrill using wavelet toolbox. 
However, experimental results for Lena image are shown here. 

 

Effect of threshold value on Entropy
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Effect of threshold value on Energy Retained
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Figure 6: Experimental results of Coiflet wavelet family 

 

6. RESULTS AND DISCUSSIONS 
Here analysis of results for image compression for different 
wavelet families is presented. Results are represented for energy 
retained, average entropy and redundancy. The average entropy of 
any source symbols decides the maximum codeword length. It 

means if the entropy of the compressed image is larger, more no 
of bits are required to present it. All the wavelets do not have the 
same properties so the compression for different wavelets will 
have to be different.  
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Effect of threshold value on Energy Retained
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Figure 7: Experimental results of Symlet wavelet family 

 
On the basis of above tables it is clear that average entropy is 
minimum for Biorthogonal wavelets for all the test images used. 
Results indicate that maximum energy in the compressed image is 
retained in Sym 20 at level of decomposition4 whereas the 
average entropy found minimum for Biorto 2.6. Also, the 
probability of occurrence of events can be used to calculate the 
coding redundancy. For reducing the redundancy the 2D pixel 

array that is normally used for human viewing and interpretation 
must be transformed into a more efficient format. This 
transformation is called reversible if the original image elements 
can be reconstructed from the transformed image. Thus the visual 
redundancies can be reduced using the fact that the human eye 
does not respond with equal sensitivity to all visual information. 
Using this fact redundancy calculations have been made and 
coding redundancy is found minimum for Biortho 2.6 wavelet.  

This shows that the objective quality of the compressed image is 
better for Biortogonal wavelet family. Reason behind this 
performance is that Biorthogonal wavelets can use filters with 
similar or dissimilar order for decomposition (Nd) and 
reconstruction (Nr). Therefore Biorthogonal wavelet is 
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parameterized by two numbers and filter length is {max (2Nd, 
2Nr) +2}. Higher filter orders give higher degree of smoothness. 
Wavelet based image compression prefers smooth functions of 
relatively short support and so the Biorthogonal wavelets perform 
better. 
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Figure 8: Experimental results of Biorthogonal wavelet family 
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