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ABSTRACT 

Space-time trellis codes provide both diversity gain and coding 

gain. There are two different design criteria proposed for space-

time trellis codes (STTCs), namely the rank and determinant 

criteria (RDC) and the Euclidean distance design criteria (EDC). 

In this paper, we present the performance of STTCs over 

Nakagami fading channels. Our results show that the STTCs 

designed for Rayleigh fading channels & Recian fading channels 

are also suitable for Nakagami fading channels. Nakagami fading 

channel models are considered more versatile than other channel 

models. In Gong et al. presented the performance of the STTCs  

over Nakagami fading channels. In this paper, we also present 

the performance of the STTCs designed using the EDC over 

Nakagami fading channels. 
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I. INTRODUCTION 
A typical S'TTC based wireless system has an encoder, pulse 

shaper, modulator and multiple transmit antennas at the 

transmitter, and the receiver has one or more receive antennas, 

demodulator, channel estimator and STTC decoder. We consider 

a mobile communication system with 
tn  transmit antennas and 

rn receive antennas as shown in Figures 1 (a) and (b). The 

space-time trellis encoder encodes the data ( )s t  coming from 

the information source and the encoded data is divided into 
tn  

streams of data                          1 2 ...... tn

t t tc c c .  

Each of these streams of data passes through a pulse shaper 

before being modulated. The output of modulator i at time slot t 

is the signal i

tc , which transmitted through is transmit antenna i . 

Here 
tn 1 ti n The transmitted symbols have energy

tE . We 

assume that the 
tn signals are transmitted simultaneously from 

the antennas.  

The signals have transmission period T. In the receiver, each 

antenna receives a superposition of 
tn  transmitted signals 

corrupted by noise and multipath fading. Let the complex 

channel coefficient between transmit antenna i and receive 

antenna j have a value of 
, ( )i jh t at time t , where1 ri n . The 

received signal at antenna ,  1,2,......., rj j n  G.L. Stuber [1] is then 

,

1

 = ( ) ( )
n

i j

t s i j t t

i

r E h t c t
  (1) 

Where j

t
 is additive white Gaussian noise (AWGN) at receive 

antenna j , which has zero mean and power spectral density 
0N  

and 
, ( )i jh t channel coefficient between transmit and receive 

antennas time, frequency and spatial diversity are the traditional 

strategies to combat multipath fading, which is a major obstacle 

to high data rates over mobile communication channels. Space-

time trellis codes (STTCs) were first proposed in [1] and 

combine channel coding, modulation, transmit diversity, and 

optional receive diversity. There has been rapid progress in this 

field resulting in codes with greater coding gain than those 

provided in [1], in particular Baro et al. [2]. The STTCs in [1] 

and [2] were designed using the rank and determinant criteria 

(RDC). Chen et al. [3] proposed a new  design criteria which is 

known as the Euclidean distance criteria (EDC). Codes designed 

using the EDC show a significant performance improvement over 

those based on the RDC.  

 

Figure 1 A Block diagram of (a) transmitter (b) Receiver of a 

STTC based system 

(a) Code Construction 

STTCs are represented in a number of ways, such as the trellis 

form or generator matrix form as illustrated in Figure 3.2 for a 

simple STTC. In N. Seshadri, V. Tarokh, A.R. Calderbank [9], 



International Journal of Computer Applications (0975 – 8887)  

Volume 7– No.7, October 2010 

20 

 

most codes are presented in trellis form. But for a systematic 

code search, the generator matrix form is preferable. The 

generator matrix representation is also used for convolutional 

codes. However the generator matrix notation as shown in Figure 

2 (a) is a little different than that used for convolutional codes S. 

Baro, G. Bauch, A. Hansmann  [16] [17]. In Figure 2 (a) two 

input bits enter the encoder every symbol period[6]. The input 

streams are multiplied by the branch coefficients, which can be 

put into a matrix form (generator matrix) as shown below: 

 

Fig 2.  A Trellis Diagram & Generator matrix description of 

simple space time trellis Code   

1 1 1 1

0 0 1 1

2 2 2 2

0 0 1 1

0 0 2 1

2 1 0 0

a b a b
G

a b a b

 

(b) Generator Matrix 

The following example illustrates STTC encoding. In Figure 3 

we provide a trellis diagram and a table of output symbols 

related to the input bits and current state. This trellis is for 4- 

PSK constellations. Let the input symbol stream to the encoder is 

[2 3 2 1 0 1 ……..]. Initially the encoder is in state “0”. Thus “0” 

will be transmitted from the first antenna, the second antenna 

transmits “2” and the encoder goes into state “2” D. Varshne, C. 

Arumugam, V. Vijayaraghavan, N. Vijay and S. Srikanth [15]. In 

this way for this input symbol stream the output for the 4-PSK 

STTC is as follows 

0 2 3 1 0 1

2 3 1 0 1 ....
c

 

Fig 3. 4-PSK 4-State STTC 

 

Fig 4. Trellis Diagram of 4-PSK 8 State STTC 

 

Fig 5 Trellis Diagram of 4-PSK 8 State STTC 

 

 

Fig 6 Trellis Diagram of 4-PSK 16 State STTC 

 

Fig 7.    8 PSK Signal Constellation 
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Fig 8 Trellis Diagram of a 8-PSK 8 State STTC 

 

II. PERFORMANCE CRITERIA  

We assume that the STTC codeword is given by 

1 2 1 2 1 2

1 1 1 2 2 2( .... ..... ....... .... )t t tn n n

l l lc c c c c c c c c c     ( 2) 

Where l  is the frame length. We consider a maximum likelihood 

receiver, which may possibly decide on an erroneous code word e 

, given by 

1 2 1 2 1 2

1 1 1 2 2 2( .... ..... ....... .... )t t tn n n

l l le e e e e e e e e e          (3) 

We can write the difference code matrix, the difference between 

the erroneous codeword and the transmitted codeword as 

follows– 

 

1 1 1 1 1 1

1 1 2 2

2 2 2 2 2 2

1 1 2 2

3 3 3 3 3 3

1 1 2 2

1 1 2 2

......

......

......

( , ) . . ...... .

. . ...... .

. . ...... .

......t t t t t t

l l

l l

l l

n n n n n n

l l

e c e c e c

e c e c e c

e c e c e c

B c e

e c e c e c

  (4) 

 

The difference matrix ( , )B c e  has dimension
tn l . From N. 

Seshadri, V. Tarokh, A.R. Calderbank [9] we know that to 

achieve the maximum diversity order 
,rn tn  (

,rn  receive antennas, 

tn  transmit antennas) matrix ( , )B c e must have full rank for all 

possible codewords c and e . If  ( , )B c e has minimum rank r over 

the set of pairs of distinct codewords then the diversity will be 

. rr n  N. Seshadri, V. Tarokh, A.R. Calderbank [9] [7]. 

Let *( , ) ( , ) ( , )A c e B c e B c e be the distance matrix, where 

*( , )B c e is the Hermitian of ( , )B c e . The rank of ( , )A c e  is r . A 

has minimum dimension 
tn r  and exactly 

tn r  eigen 

values of A are zero. The non-zero eigenvalues of A are denoted 

by
1 2 3, , ........ n

. Assuming perfect channel state information 

(CSI), the probability of transmitting c and deciding on an 

erroneous codeword e at the decoder is given by V. Tarokh, N. 

Seshadri, A. R. Calderbank [5], V. Tarokh, N. Seshadri, A. R. 

Calderbank [9], Z. Chen, J. Yuan, B. Vucetic [19] 

 

2

,

0

( , | ,  1,2,....,  and 1,2,...., ) ( , ) ,
2

s
i j t r

E
P c e h i n j n Q d c e

N

     (5) 

Or 

 

2

, 0( | ,  1,2,....,  and 1,2,...., ) exp( ( , ) / 4 )i j t r sP c e h i n j n d c e E N       (6) 

Where 0 2N  is the noise variance per dimension and 

 

2

2

,

1 1 1

( , ) ( )
tr nn l

i i

i j t t

j t i

d c e h c e                                (7) 

 

is the Euclidean distance. For independent Rician 

fading we can be as  

 

,

0

1 1

0 0

41
( ) exp

1 1
4 4

tr

s
i j inn

s sj i
i i

E
K

N
P c e

E E

N N

   (8) 

 

Here 
,i jK  is a coefficient and it is described in details in V. 

Tarokh, N. Seshadri, A. R. Calderbank [5] . 

For the special case of Rayleigh fading we can assume 
, 0i jK  

for all i and j V. Tarokh, N. Seshadri, A. R. Calderbank [5]  . 

Then (8) can be written as 

 

1 0

1
( )

1
4

r

t

n

n

s
i

i

P c e
E

N

   (9) 

 

Let r denote the rank of matrix ( , )A c e . The matrix A has 

dimension tn r  and tn r  eigen values of A are zero. 

 

1 0

( )
4

rr
rnn

r
s

i

i

E
P c e

N

    (10) 

We can derive following Design criteria for the STTC to achieve 

the best performance of a given system V. Tarokh, N. Seshadri, 

A. R. Calderbank [5]. 

 

A. STTC over Nakagami Fading Channels 

In the multipath fading channel model literature, the Rayleigh 

and Rician distributions are frequently used. However, the 

Nakagami model is often more versatile than the above 

mentioned channels Y. Gong and K. B. Letaief  [3]. In this model 

it is assumed that the received signal is the sum of vectors with 
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random amplitudes and random phases[8]. This assumption 

makes this model more flexible than the Rayleigh and Rician 

distributions M. Nakagami [3]. The Nakagami distribution is 

given by  

 

22 1 /2
( )

( )

m

m mm
p e

M

  (11) 

Where ( )x  denotes the Gamma function of x, and 

2

2

2
2

,

1,      
2

E

m m

E

 

The notation [ ]E x denotes the expected value of x. The constant 

m is called the inverse fading parameter [10] with 

1 and m m  corresponding to Rayleigh fading and no 

fading, respectively. 

 

B.       Independent Fading 

The amplitudes of 
,i jh  are identical and independent m -

distributed with the same  and m . Pair wise error probability is 

given by Y. Gong and K. B. Letaief  [3], 

 

1 1

1

0

( )
( )

( )

4

m

m n

m
j i

s

m
m

P c e
m E m

N

  (12.a) 

Here ( )m  is gamma function, which 

means 1

0
( ) ,  0n tn t e dt n . Equation  

0

1 0

4
( )  ( )

4

r r
mn rmn

r
s

i

i s

N m E
P c e f m

E N
(12.b)

1 0

 ( )
4

rr
rmnmn

r
s

i

i

E
f m

N

   

Here  
( )

1
( ) ( )

r t
t r

m mn n r
n nmf m m  Y. Gong and K. B. 

Letaief  [3]. 

From (12.a), the diversity order is 
rrmn . This is in fact m  

times the diversity order that can be achieved in Rayleigh fading. 

The coding gain is 
1

1

1

( ) r

r r
rmn

i

i

mf m
 J. Yuan, Chen 

and B. Vucetic [22]. Now 1 and 1m , we can simplify 

(12.b) as Y. Gong and K. B. Letaief  [3]. 

 

1 0

( )  
4

rr
rnn

r
s

i

i

E
P c e

N

  (13) 

This agrees with (13) which is the error probability for Rayleigh 

fading. If we compare (12.a) and  (12.b)  we  see that  the  only 

difference between them is  the  factor ( ) and f m m  on  the right 

hand side of (2.14). Thus we can say that the diversity order 

achieved in Rayleigh fading increases by a factor of m in 

Nakagami fading and the coding gain is multiplied by a factor 

of
1

( ) rrmnf m . We can consider this factor as the additional 

coding gain due to Nakagarni fading [3] [11]. 

C.     Correlated Fading 

In this section we present the design criteria for STTC in 

correlated fading. We considered the  case when  the  fading 

coefficients, 
,i jh  are correlated. We assume that  the  envelopes of 

,i jh are modeled as identically correlated Nakagami distributed 

random variables Y. Gong and K. B. Letaief  [3]. In Y. Gong and 

K. B. Letaief  [3] it is shown that rank and determinant criteria 

is  similar to the independent Nakagami fading criteria. 

III. STTC DECODER 

The decoder is based on the Viterbi algorithm, so it uses the 

trellis structure of the code. Each time the decoder receives a pair 

of channel symbols it computes a metric to measure the 

"distance" between what is received and all of the possible 

channel symbol pairs that could have been transmitted[14]. For 

hard decision Viterbi decoding the Hamming distance is used, 

and the Euclidean distance is used for soft decision Viterbi 

decoding. The metric values computed for the paths between the 

states at the previous time instant and the states at the current 

time instant are called "branch metrics". We assume that the 

decoder has ideal channel state information (CSI) and thus 

knows the path gains 

,  (where 1,2,........,  and 1, 2,......, )i j t rh i n j n . If the signal is 

j

tr  at receive antenna j and time t , the branch metric for a 

transition labeled 1 2........ tn

t t tx x x is given by G.L. Stuber [1]. 

2

,

1 1

tr nn
j i

t i j t

j i

r h q               (14) 

The Viterbi algorithm determines the path with the lowest 

accumulated metric. 

 

Simulation System Model 

The simulation is carried out  in MATLAB. The simulation 

system model is illustrated in Figure . 

 

Fig 9.Simulation system model 

Random M-PSK symbols are grouped into frames, which 

consists of 130 symbols each. The space-time encoder takes the 



International Journal of Computer Applications (0975 – 8887)  

Volume 7– No.7, October 2010 

23 

 

frame as input and generates codeword pairs for each input 

symbol simultaneously for all the transmit antennas.  Pulse 

shaping and matched filter are used for simulation over 

frequency selective fading channels. These complex signals are 

transmitted through the MIMO channel. The signals and 

channels are   modeled   in   base-band, thus   

modulation/demodulation   operations   are   not   carried out. 

Channels used in this project include flat Rayleigh/Nakagami 

fading channels and two-ray model frequency selective fading 

channel. [20] [3] 

We assume that perfect channel state information (CSI) is 

available at the receiver. At the receiver, a maximum likelihood 

sequence detector is used to decode the received  signal.  A 

modified vector Viterbi decoder is employed.  Error probability 

calculation is carried out after decoding each frame. [20] [18] 

C-MEX function 

MATLAB  is  a  versatile  integrated  environment  for  computer  

simulation  and  offers  rich built-in  functions  for  various  

applications.  Most common  procedures in signal processing, 

encoding/decoding and modulation/demodulation are provided. 

However, when built-in functions are not appropriate for certain 

applications and detailed algorithm is written in MATLAB 

scripts (M-files),  which  contain  a  lot  of  loops,  efficiency  

becomes  a  critical  problem.  Even a simple program can take a 

very long simulation time, thus the accuracy may be easily 

compromised. [20] [21] 

The Viterbi decoding algorithm for space-time coding is 

computational complex. In order to speed up the simulation, the  

main encoder/decoder of space-time coding are  implemented as 

C subroutines  and  compiled  into  dynamically  linked  (DLL)  

files,  which  are  referred  to  as  MEX functions in MATLAB. In 

this approach, the encoder/decoder subroutines can be called 

directly in MATLAB as if they were built-in functions. 

 

 

Fig 10 Illustration of C-MEX function in MATLAB 

 

IV.STTC ENCODER 

The   STTC   encoder   uses   a   trellis   structure   similar   

with   the   trellis   structure   for encoding/decoding convolution 

codes used in MATLAB. The  STTC  encoder  is  adopted  from  

the  convolution  encoder  in  MATLAB . 

The  encoder  assumes  that  the  M-PSK  constellation  is  used  for  

the  space-time  codes.  The encoder  takes  L  M-PSK  symbols  (a  

frame)  as  input,  and  generates  a  matrix  of  L N  complex 

codes for N transmit antenna. The encoding operates on a frame-

based input and the starting state can be specified. The encoding 

procedure is described below: 

1) Look up the output for each transmit antenna for the current 

input and state. 

2) Look up the next state for the current input and update the 

state. 

3) Loop for next input symbol until the end of frame is reached. 

 

V.STTC DECODER 

The  STTC  decoder  also  uses  the  trellis  structure  for  the  

Viterbi  algorithm.  The STTC decoder is adopted from the 

Viterbi decoder for convolution codes in MATLAB. 

The description of Viterbi algorithm can be found in Seshadri N, 

Tarokh V, Calderbank AR. [1]. The Viterbi decoder for space-

time coding  is  different  from  the  conventional  convolution  

decoder  in  that  the  branch  metric  is compute from vector 

complex inputs and channel state information. The branch metric  

for r-th receive antenna is: 

 

2

,

1 1

( )
M N

jr i j ir

j i

m r y h x   (15) 

 

in which 
iry  is the received signal, 

irx  is the transmitted 

signal, 
,i jh  is the channel coefficients. Thus we can see that 

the computation complex for the branch metric is a  major 

factor for difficult implementation of space-time trellis 

decoders. 

 

VI. SIMULATION PARAMETERS 

In our simulations we considered the IS-136 standard Y. Gong 

and K. B. Letaief [3]. In this system, performance is measured by 

the frame error rate (FER) for a frame consisting of 130 symbols. 

We also assumed ideal channel state information (CSI) is 

available at the receiver. We carried out the simulation by 

MATLAB. Random M-PSK symbols are set in frames as a 

group, which consists of 130 symbols each. The space-time 

encoder takes the frame as input and generates codeword pairs of 

each input symbol simultaneously for all the transmit antennas. 

Pulse shaping and matched filter are used. These complex 

signals are transmitted through the MIMO channel. We modeled 

the signals and channels in base-band. So 

modulation/demodulation operations are not carried out. We used 

Monte Carlo simulation to carry out the FER evaluation of the 

space-time coded system. The FER is given by 

 

lim e
e

F

F
p

F

    (16) 

Where F is the total number of transmitted frames and Fe is the 

total number of erroneous frames received at the receiver. It is 
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impossible to run the simulation for an infinite length of time, so 

we take F as a very large number. The maximum number of 

iterations used was 50,000 for a FER above
310 . 

 

A.STTC Performance over Nakagami Channels 

The performance over independent and correlated Nakagami 

fading channels of the 4-state 4-PSK and 8 -state 4 PSK codes is 

given  with two transmit antennas. In this section, we show the 

performance of the 4/8/16/32 states codes presented. 

The codes of Table 1 were designed using the Rank and 

Determinant Criteria (RDC) and these outperform the codes in 

Table 3 which were designed using the Euclidean Distance 

Criteria (EDC) for system with 1rn . According to S. M. 

Alamouti [12], when 
rrn , is sufficiently large 3  performance 

of STTCs are dominated by the minimum Euclidean distance of 

( , )A c e  taken over all pairs of distinct codewords c and e . 

Here we see for 2tn  and 1rn  the product
rrn , is not 

large ( )tr n . That's why codes from Table 3, which are 

designed by EDC is not performing worse than codes from Table 

l.  

For m =2 and nt =2, the STTC of Table 2 showed a 0.2dB gain 

over the STTCs from Table 1. This shows that the code design 

criterion presented in Chen, B. Vucetic, J. Yuan and Lo. Ka. 

Leong [21] for a Rayleigh fading channel is also valid for 

Nakagami fading channel Y. Gong and K. B. Letaief [3]. 

 

VI.SIMULATION RESULTS IN MATLAB 

 

 

Fig 11  Performance Comparison of the 4-PSK 4-state STTCs 

from Table 2 (Chen et al.) over correlated Nakagami fading 

channels (m = 2) for 0,0.5,0.8 and 1.0 with 

2,  1,2 and 4t rn n . 

 

 

Fig 12 Performance Comparison of the 4-PSK 8-state STTCs 

from Table 2 (Chen et al.) over correlated Nakagami fading 

channels (m = 2) for 0,0.5,0.8 and 1.0 with 

2,  1,2 and 4t rn n . 

 

 

Fig 13 Performance Comparison of the 4-PSK 16-state STTCs 

from Table 2 (Chen et al.) over correlated Nakagami fading 

channels (m = 2) for 0,0.5,0.8 and 1.0 with 

2,  1,2 and 4t rn n . 

 

VII CONCLUSION 

We presented the simulation results. From these results we found 

that the space-time code design criteria proposed for Rayleigh 

fading channels is suitable for Nakagami fading channels. It was 

reported in Z. Chen, J. Yuan, B. Vucetic [19] for Rayleigh fading 

channels with a single receive antenna, that when n,is increased 

from two to three and four,  worse performance was degraded for 

the 4-PSK 4-state STTC in Table 2. In this paper, the 

performance of STTCs over Nakagami fading channels was 

presented. We found that the codes designed for Rayleigh fading 

channels are also suitable for Nakagami fading channels.we 

observed that in a Nakagami fading channel, this code also 

perform worse with a single receive antenna, when 
tn  is 

increased from two to three and from three to four.  We found 

that significant performance improvements can be achieved if we 

increase the number of transmit antennas from two to three and 

four. By increasing the number of transmit antennas at the base 

station a significant performance improvement can be achieved 

without increasing the burden of the receivers.  
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Table 1. New 8-PSK 2-xtr trellis codes proposed by Chen et al. 

states a0
1
,a0

2
 a1

1
,a1

2
 b0

1
,b0

2
 b1

1
,b1

2
 b2

1
,b2

2
 c0

1
,c0

2
 c1

1
,c1

2
 c2

1
,c2

2
 

16 (2, 1) (3, 4) (4, 6) (2, 0) -

- 

(0, 4) (4, 0) -

- 
16 (2, 4) (3, 7) (4, 0) (6, 6) -

- 

(7, 2) (0, 7) (4, 4) 

32 (0, 4) (4, 4) (0, 2) (2, 3) (2, 2) (3, 0) (2, 2) (3, 7) 

 

Table 2. 4-PSK 3-xtr trellis codes proposed by Chen etc 

states a0
1
,a0

2
,a0

3
 a1

1
,a1

2
,a1

3
 b0

1
,b0

2
,b0

3
 b1

1
,b1

2
,b1

3
 c0

1
,c0

2
,c0

3
 c1

1
,c1

2
,c1

3
 c2

1
,c2

2
,c2

3
 

4 (0, 2, 2) -

- 

(2, 3, 3) -

- 

(1, 2, 3) (2, 0, 2) -

- 

8 (2, 2, 2) -

- 

(2, 0, 3) (1, 2, 0) (2, 1, 1) (0, 2, 2) -

- 

16 (1, 2, 1) (2, 2, 0) (2, 0, 2) (3, 2, 1) (1, 3, 2) (2, 0, 2) -

- 

32 (0, 2, 2) (1, 2, 2) (2, 2, 0) (1, 2, 2) (2, 3, 3) (2, 3, 1) (2, 0, 0) 

 

Table 3. 4-PSK 4-xtr trellis codes proposed by Chen etc 

States a0
1
a0

2
a0

3
a0

4
 a1

1
a1

2
a1

3
a1

4
 b0

1
b0

2
b0

3
b0

4
 b1

1
b1

2
b1

3
b1

4
 c0

1
c0

2
c0

3
c0

4
 c1

1
c1

2
c1

3
c1

4
 c2

1
c2

2
c2

3
c2

3
 

4 (0, 2, 2, 0) -- (2, 3, 3, 2) -- (1, 2, 3, 2) (2, 0, 2, 1) -- 

8 (2, 2, 2, 2) -- (2, 0, 3, 1) (1, 2, 0, 3) (2, 1, 1, 2) (0, 2, 2, 1) -- 

16 (1, 2, 1, 1) (2, 2, 0, 0) (2, 0, 2, 2) (3, 2, 1, 2) (1, 3, 2, 2) (2, 0, 2, 2) -- 

32 (0, 2, 2, 2) (1, 2, 2, 0) (2, 2, 0, 1) (1, 2, 2, 1) (2, 3, 3, 2) (2, 3, 1, 0) (2, 0, 0, 2) 
 

 

 

 


