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ABSTRACT 
DSR routing protocol was used to evaluate the MACA and 

EMACA performance. Results show that the EMACA 

simulation performs well as compared to MACA in sense 

of Throughput, Total Packet Receive, Drop Packet Ratio 

and Average Jitter under varying conditions of Pause Time. 

In this paper we will try to change route selection 

mechanism proactively. We will also define a link stability 

parameter in which a stability value is assigned to each 

link. Given this feature, destination node can estimate 

stability of routes and can select the best and more stable 

route. Therefore we can reduce the delay and jitter of 

sending data packets. We have evaluated the operation of 

DSR through detailed simulation on a variety of movement 

and communication patterns, and through implementation 

and significant experimentation in a physical outdoor ad-

hoc networking testbed we have constructed, and have 

demonstrated the excellent performance of the protocol.   
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1. INTRODUCTION 

An Ad-Hoc Wireless Network is a wireless network 
between several devices where no one device controls the 
network. Each device on the network sends information 
directly to other devices. There is no access to wired 

devices or the Internet. Mobile ad-hoc network is a 
collection of wireless mobile nodes which dynamically 
form a temporary network without the use of any existing 
network infrastructure or centralized administration [18], 
[19], [20]. Since the topology of network is constantly 
changing, the issue of routing packets between any pair of 
nodes becomes a challenging task. Ad-hoc routing 
protocols can be classified into three main categories: 

Proactive, reactive and hybrid protocols. Mobile Ad-Hoc 

Networks are wireless networks which do not require any 

infrastructure support for transferring data packet between 
two nodes [1], [2], [3], [4], [12]. In these networks nodes 
also work as a router that is they also route packet for other 
nodes. Nodes are free to move, independent of each other, 
topology of such networks keep on changing dynamically 
which makes routing much difficult. Therefore routing is 
one of the most concerns areas in these networks. Normal 
routing protocol which works well in fixed networks does 

not show same performance in Mobile Ad-Hoc Networks. 
In these networks routing protocols should be more 
dynamic so that they quickly respond to topological 
changes. 

 

Figure 1: Mobile Ad Hoc Network 

Quality of service (QoS) is the performance level of a 
service offered by the network to the user. With the 
increase in the Quality of service (QoS) needs in evolving 
application, it is also desirable to support these services in 
the MANETs. The resource limitation and variability 
further add to the need for Quality of provision in such 

networks. A network or a service provider can offer 
different kinds of services to the users.  A service can be 
characterized by a set of measurable pre specified service 
requirements such as minimum bandwidth, maximum 
delay, maximum delay variance (jitter), and maximum 
packet loss rate. After accepting a service request from the 
user, the network has to ensure that service requirements of 

http://www.ehow.com/internet/
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the user’s flow are met, as per the agreement, throughout 
the duration of the flow (a packet stream from the source to 
the destination). After receiving a service request from the 
user, the first task is to find a suitable loop-free path from 
the source to the destination that will have the necessary 

resources available to meet the QoS requirements of the 
desired service. This process is known as QoS routing. The 
goal of QoS provisioning is to achieve a more deterministic 
network behavior, so that information carried by the 
network can be better delivered and network resources can 
be better utilized [4], [7], [8]. 
 

 

Figure 2: Quality of Service layered perspective 

A network’s ability to provide a specific QoS depends upon 

the inherent properties of the network itself which span 

over all the layers in the network. The physical layer should 

take care of changes in transmission quality, for example 

by adaptively increasing or decreasing the transmission 

power. Similarly, the link layer should react to the changes 

in link error rate. QoS-Routing and QoS-Signaling operate 

at the network layer in order to search for routes with 

sufficient resources or to allocate and release bandwidth 

respectively. 

A MAC protocol in a multi-access medium is essentially a 
distributed scheduling algorithm that allocates the channel 
to requesting nodes [2], [4], [12], [13]. Two commonly 
used access principles in wireless networks are fixed 
assignment channel access and random access method. In 
the former method, a pair of nodes is statically allocated a 
certain time slot (frequency band or spread spectrum code), 

as is the case for most of voice-oriented wireless networks. 
On the other hand, in random access MAC protocols, the 
sender dynamically competes for a time slot with other 
nodes. This is a more flexible and efficient method of 
managing the channel in a fully distributed way, but suffers 
from collisions and interference. 
Carrier Sense means that every Ethernet device listens to 

the Ethernet wire before it attempts to transmit. If the 

Ethernet device senses that another device is transmitting, it 

will wait to transmit. Multiple Access means that more than 

one Ethernet device can be sensing (listening and waiting 

to transmit) at a time. Collision Detection means that when 

multiple Ethernet devices accidentally transmit at the same 

time, they are able to detect this error. Carrier Sense 

Multiple Access (CSMA) refers to a family of protocols 

used by stations contending for access to a shared medium 

like an Ethernet cable or a radio channel. There are 

multiple "flavors" of CSMA; each has a different way of 

dealing with the collisions that can occur when more than 

one station attempts to transmit on the shared medium at 

the same time. 

Multiple Accesses with Collision Avoidance (MACA) is a 
slotted media access control protocol used in wireless LAN 
data transmission to avoid collisions caused by the hidden 
station problem and to simplify exposed station problem 

[2], [12], [14], [15], [16]. This MACA protocol is not fully 
solve the hidden node and exposed terminal problem and 
nothing is done regarding receiver blocked problem. 

 Contention Based Protocol 
 Nodes are not guaranteed periodic access to the 

channel. 
 They cannot support real time traffic. 
 Three way handshaking. 

 RTS—CTS—Data packet exchange 
 Binary Exponential back off Algorithm 
 Sender initiated Protocol 
 RTS—CTS carrier information about the 

duration of time for neighbor nodes. 

 

Figure 3: EMACA Protocol 

EMACA (Enhancement of Multiple Accesses with 
Collision Avoidance) Protocol is based on MACA with 
some modifications over it. Instead of three way 
handshaking in MACA, EMACA protocol has five way 
handshaking RTS – CTS – DSSI – DSSI_ACK – DATA 
Sending – ACK [26]. 

2. ROUTING PROTOCOL 

Routing is the act of moving information from source to a 
destination in an internet work. During this process, at least 
one intermediate node within the internet work is 
encountered. The routing concept basically involves two 

Enhancement of Multiple Access Collision Avoidance 
(EMACA) Protocol
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activities: firstly, determining optimal paths and secondly, 
transferring the information groups (called packets) through 
an internet work. The latter concept is called as packet 
switching, which is straight forward, and path 
determination is very complex. Routing protocol uses 

several matrices to calculate the best path for the routing 
the packet to its destination. These matrices are a standard 
measurement that could be number of hops, which is used 
by the routing algorithm to determine the optimal path for 
the packet to its destination [21], [22]. The process of path 
determination is that, routing algorithms initialize and 
maintain routing tables, which contain the total route 
information for packet. This route information varies from 

one routing algorithm to another. Routing tables are filled 
with a variety of information which is generated by routing 
algorithms. Most common entries in the routing table are 
ip-address prefix and the next hop. Routing tables 
Destination/next hop associations tell the router that a 
particular destination can be reached optimally by sending 
the packet to router representing the "next hop" on its way 
to final destination and ip-address prefix specifies a set of 

destinations for which the routing entry is valid for. 

 

Figure 4: Routing Protocol 
Dynamic Source Routing (DSR) is a reactive protocol i.e. it 

doesn’t use periodic advertisements. It computes the routes 
when necessary and then maintains them. Source routing is 
a routing technique in which the sender of a packet 
determines the complete sequence of nodes through which 
the packet has to pass, the sender explicitly lists this route 
in the packet’s header, identifying each forwarding ―hop‖ 
by the address of the next node to which to transmit the 
packet on its way to the destination host. DSR allows the 

network to be completely self-organizing and self-
configuring, without the need for any existing network 
infrastructure or administration. The protocol is composed 
of the two mechanisms of Route Discovery and Route 
Maintenance, which work together to allow nodes to 
discover and maintain source routes to arbitrary 
destinations in the ad hoc network. The use of source 
routing allows packet routing to be trivially loop-free, 
avoids the need for up-to-date routing information in the 

intermediate nodes through which packets are forwarded, 
and allows nodes forwarding or overhearing packets to 
cache the routing information in them for their own future 
use.  
Overview and Important Properties of the Protocol 

The DSR protocol is composed of two mechanisms that 
work together to allow the discovery and maintenance of 
source routes in the ad hoc network: 

 Route Discovery is the mechanism by which a 
node S wishing to send a packet to a destination 

node D obtains a source route to D. Route 
Discovery is used only when S attempts to send a 
packet to D and does not already know a route to 
D. 

 Route Maintenance is the mechanism by which 
node S is able to detect, while using a source 
route to D, if the network topology has changed 
such that it can no longer use its route to D 

because a link along the route no longer works. 
When Route Maintenance indicates a source 
route is broken, S can attempt to use any other 
route it happens to know to D, or can invoke 
Route Discovery again to find a new route. Route 
Maintenance is used only when S is actually 
sending packets to D. 

Basic DSR Route Discovery 

When some node S originates a new packet destined to 
some other node D, it places in the header of the packet a 
source route giving the sequence of hops that the packet 
should follow on its way to D. Normally, S will obtain a 

suitable source route by searching its Route Cache of routes 
previously learned, but if no route is found in its cache, it 
will initiate the Route Discovery protocol to dynamically 
find a new route to D. In this case, we call S the initiator 
and D the target of the Route Discovery. 
When another node receives a ROUTE REQUEST, if it is 
the target of the Route Discovery, it returns a ROUTE 
REPLY message to the initiator of the Route Discovery, 

giving a copy of the accumulated route record from the 
ROUTE REQUEST, when the initiator receives this 
ROUTE REPLY, it caches this route in its Route Cache for 
use in sending subsequent packets to this destination. 
Otherwise, if this node receiving the ROUTE REQUEST 
has recently seen another ROUTE REQUEST message 
from this initiator bearing this same request id, or if it finds 
that its own address is already listed in the route record in 

the ROUTE REQUEST message, it discards the 
REQUEST. Otherwise, this node appends its own address 
to the route record in the ROUTE REQUEST message and 
propagates it by transmitting it as a local broadcast packet 
(with the same request id). 
In returning the ROUTE REPLY to the initiator of the 
Route Discovery, such as node E replying back to A node E 
will typically examine its own Route Cache for a route 

back to A, and if found, will use it for the source route for 
delivery of the packet containing the ROUTE REPLY. 
Otherwise, E may perform its own Route Discovery for 
target node A, but to avoid possible infinite recursion of 
Route Discoveries, it must piggyback this ROUTE REPLY 
on its own ROUTE REQUEST message for A. It is also 
possible to piggyback other small data packets, such as a 
TCP SYN packet, on a ROUTE REQUEST using this same 
mechanism. Node E could also simply reverse the sequence 

of hops in the route record that it trying to send in the 
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ROUTE REPLY, and use this as the source route on the 
packet carrying the ROUTE REPLY itself. 

 

Figure 5.1: Route Discovery Example (Node A is Initiator 

and Node E is the Target) 

When initiating a Route Discovery, the sending node saves 
a copy of the original packet in a local buffer called the 
Send Buffer. The Send Buffer contains a copy of each 
packet that cannot be transmitted by this node because it 
does not yet have a source route to the packet’s destination. 
Each packet in the Send Buffer is stamped with the time 
that it was placed into the Buffer and is discarded after 
residing in the Send Buffer for some timeout period; if 

necessary for preventing the Send Buffer from overflowing, 
a FIFO or other replacement strategy can also be used to 
evict packets before they expire. 
While a packet remains in the Send Buffer, the node should 
occasionally initiate a new Route Discovery for the 
packet’s destination address. However, the node must limit 
the rate at which such new Route Discoveries for the same 
address are initiated, since it is possible that the destination 

node is not currently reachable. In particular, due to the 
limited wireless transmission range and the movement of 
the nodes in the network, the network may at times become 
partitioned, meaning that there is currently no sequence of 
nodes through which a packet could be forwarded to reach 
the destination. Depending on the movement pattern and 
the density of nodes in the network, such network partitions 
may be rare or may be common. 

 Basic DSR Route Maintenance 

When originating or forwarding a packet using a source 
route, each node transmitting the packet is responsible for 
confirming that the packet has been received by the next 

hop along the source route; the packet is retransmitted until 
this confirmation of receipt is received. For example, node 
A has originated a packet for E using a source route 
through intermediate nodes B, C, and D. In this case, node 
A is responsible for receipt of the packet at B, node B is 
responsible for receipt at C, node C is responsible for 
receipt at D, and node D is responsible for receipt finally at 
the destination E. This confirmation of receipt in many 

cases may be provided at no cost to DSR, either as an 
existing standard part of the MAC protocol in use or by a 
passive acknowledgement (in which, for example, B 
confirms receipt at C by overhearing C transmit the packet 
to forward it on to D). If neither of these confirmation 
mechanisms are available, the node transmitting the packet 
may set a bit in the packet’s header to request a DSR-
specific software acknowledgement be returned by the next 

hop; this software acknowledgement will normally be 
transmitted directly to the sending node, but if the link 
between these two nodes is uni-directional, this software 
acknowledgement may travel over a different, multi-hop 
path. 

 

Figure 5.2: Route Maintenance Example (Node C is 

unable to forward a packet from A to E over its link to Next 

Hop D) 

If the packet is retransmitted by some hop the maximum 
number of times and no receipt confirmation is received, 
this node returns a ROUTE ERROR message to the 

original sender of the packet, identifying the link over 
which the packet could not be forwarded.  

3. PROBLEM DESCRIPTION 

There are three problems, First one is Hidden terminal and 
Exposed terminal problems, second one is the congestion 
problem because more than one source sends the RTS 
message for transmission and third one is, MACA does not 
use the Acknowledgement control message, so it’s not a 
reliable. In the pre existing MACA protocol hidden 
terminal and exposed terminal problems were avoided and 
not considered crucial. EMACA Protocol is based on 

MACA Protocol, so it’s only the solution of the pre 
existing problems. Second control message DSSI (Data 
Sending for Synchronization Information), its uses for what 
is Data length and RTS/CTS exchange is a success, Hence 
defer transmission till data ends. With simple unidirectional 
transmissions the only relevant congestion is at the 
receiver; however, with our bidirectional RTS-CTSDATA 
message exchange, congestion at both ends of the 

transmission is relevant. The last control message is ACK. 
ACK uses for reliability. When TX sends the Data and Rx 
receive the Data then after completed transmission the Rx 
sends the ACK for intimation that Data received. 

4. EXPERIMENT CONFIGURATION 

S.No. Parameters Values 
1 Area 1500mx1500m 

2 Pause Time 10, 30, 50, 70 and 100 

3 Application CBR (Constant Bit Rate) 2 to 3 

Nodes 

4 Mobility Model Random Waypoint 

6 Data Packet Constant, 512 bytes packet size 

7 Simulation Time Constant, 100 Seconds 

8 Max. Speed Constant, 10 m/s 

9 MAC Protocols CSMA, MACA and EMACA  

10 Routing Protocols DSR Routing Protocol 

11 Node Placement Random 

12 Seed 1 

Table 1: Parameters Value 
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A. Performance Metrics 

1) Throughput (bits/s):- Throughput is the measure of the 

number of packets successfully transmitted to their final 

destination per unit time. It is the ratio between the 

numbers of sent packets vs. received packets [4], [10], [17]. 

2) Total Packets received: - Packet delivery ratio is 

calculated by dividing the number of packets received by 

the destination through the number of packets originated by 

the application layer of the source (i.e. CBR source). It 

specifies the packet loss rate, which limits the maximum 

throughput of the network. The better the delivery ratio, the 

more complete and correct is the routing protocol [4], [10], 

[17]. 

3) Drop Packet Ratio:- Packet drop ratio is calculated by 

subtract to the number of data packets sent to source and 

number of data packets received destination through the 

number of packets originated by the application layer of the 

source (i.e. CBR source) [4], [10], [17]. 

4) Average Jitter: - Average Jitter Effect signifies the 

Packets from the source will reach the destination with 

different delays. A packet's delay varies with its position in 

the queues of the routers along the path between source and 

destination and this position can vary unpredictably [4], 

[10], [17]. 

5. IMPLIMENTATION AND RESULTS 

 

Figure 6.1: Pause Time Vs Throughput (bits/s) 

 

Figure 6.2: Pause Time Vs Total Packets Received 

 

Figure 6.3: Pause Time Vs Average Jitter (Second) 

 

Figure 6.4: Pause Time Vs Packets Drop Ratio 
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6. CONCLUSIONS 

The Dynamic Source Routing protocol (DSR) provides 

excellent performance for routing in multi-hop wireless ad-

hoc networks. As shown in our detailed simulation studies 

and in our implementation of the protocol in a real ad-hoc 

network of cars driving and routing among themselves, 

DSR has very low routing overhead and is able to correctly 

deliver almost all originated data packets, even with 

continuous, rapid motion of all nodes in the network. A key 

reason for this good performance is the fact that DSR 

operates entirely on demand, with no periodic activity of 

any kind required at any level within the network. This 

entirely on-demand behavior and lack of periodic activity 

allows the number of routing overhead packets caused by 

DSR to scale all the way down to zero, when all nodes are 

approximately stationary with respect to each other and all 

routes needed for current communication have already been 

discovered. As nodes begin to move more or as 

communication patterns change, the routing packet 

overhead of DSR automatically scales to only that needed 

to track the routes currently in use. The Dynamic Source 

Routing protocol (DSR) is an important component of such 

a system. The Efficient MAC protocols can provide 

significant benefits to mobile ad hoc networks, in terms of 

both performance and reliability. The simulation results 

show that the protocol EMACA has been found better in 

performance than MACA protocol. Preliminary simulation 

results presented here validate the operational correctness 

of EMACA and show the potential for significant 

throughput improvement (at least in selected topologies). 

So EMACA protocol is more reliable. Consequently it 

identified and rectified additional performance drawbacks 

in EMACA through the use of adaptive learning strategies 

and better physical layer capabilities. We used QualNet 

simulator, which is commercial and said to be faster than 

ns-2 for instance. However, the simulation speed was still 

slow and we were only able to perform a single run per 

scenario in the context of this project. Therefore, those 

results should be validated through multiple, additional 

simulation runs in a future work. Also, different initial node 

position patterns, more sources, additional metrics could be 

used. 
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