Abstract

A classification technique (or classifier) is a systematic approach used in building classification models from an input data set. Some examples include decision tree classifier, rule based classifiers, neural networks, support vector machines and naïve Bayes classifiers. Each technique employs a learning algorithm to identify a model that best fits the relationships between the attribute set and the class label of the input data. The model generated by the learning algorithm should both fit the input data well and correctly predict the class labels of records it has never seen before. Therefore, a key objective of the learning algorithm is to build models that accurately predict the class labels of previously unknown records. In this work prediction has been done for the entire test set data, and accuracy is found to be good, compared to the relative performance of different classifiers namely decision tree classifier.
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