Abstract

This paper encompasses application of the Neural Network Tool (NN Tool) in the glass classification problem and also discusses the correlation of the different activation functions with the Mean Square Error (MSE). This paper works on the glass data classification and finds the impact of different Activation functions on the error obtained while training and testing of the neural network model created by the NN Tool provided by the MATLAB Toolbox. Experiment
was conducted on the MATLAB (NN tool) with glass data it has been observed that LOGSIG function gives the minimum MSE and gives more accurate results in comparison to the other activation functions provided by MATLAB (NN Tool). This paper highlights the relation of the nature of the dataset and the activation functions on the error obtained from the training of neural network model. In future by observing the limitations and effect of the different parameters such as number of hidden layers, activation functions, nature of the data, adjustments of weights, size of data and many more on the network modeling we will be able to understand and develop an improved algorithm and data mining tool for neural network classification technique with more accurate results.
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