Abstract

In this paper, Enhanced Apriori Algorithm is proposed which takes less scanning time. It is achieved by eliminating the redundant generation of sub-items during pruning the candidate item sets. Both Traditional and Enhanced Apriori algorithms are compared and analysed in this paper.
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